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1. Test Environment
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Figure 1.  FT Tolerance Architecture and Test Environment
2. Fault Tolerance
1. Which servers have you replicated? 
	Functional Entities
	Physical Cluster Servers

	orbd (Naming Server)
	chess

	FT Manager 1, TPC gateway 1
	battleship

	FT Manager 2, TPC gateway 2
	monopoly

	Caller
	candyland

	Callee
	jenga

	Client
	othello


2. Which is the primary and which is the backup?
Our system is Active Replication. Therefore, There is no the primary or the backup. 
3. What should we expect to see on a successful fault tolerance run?
(1) We should identify the activation of all servers. 
(2) Clients try to call TPCgateway1 with the client ID repeatedly. 

(3) With the client id, we should identify a call, which is in progress, in the TPCgateway1 log file.
(4) We kill the TPCgateway1. 

(5) The client that sent the call catches exception.

(6) The client acknowledges the failure and retries the same call to the TPCgateway2 with the same client ID.   
(7) We identify the same call trial, which was failed in the TPCgateway1, in the log file of TPCgateway2.

(8) We make sure that the client receives the success of the call, and the next call setup is operating normally.

3. Recovery

1. Which machines are “forbidden” for the re-launch of the replica?
We designated the each server for the functional entities.  
2. What should we expect to see on a successful recovery run?

This scenario starts after fault tolerant situations that we mentioned in the chapter 2.3. 
(1) The client sends the call to the TPCgateway2. 
(2) We activate the TPCgateway1.  
(3) We wait minimum 60 seconds for complete revival of the TPCgateway1. 
(4) We kill the TPCgateway2. 
(5) The client that sent the call catches exception.

(6) The client acknowledges the failure and retries the same call to the TPCgateway1 with the same client ID.   

(7) We identify the same call trial, which was failed in the TPCgateway2, in the log file of TPCgateway1.

(8) We make sure that the client receives the success of the call, and the next call setup is operating normally.

4. Exception Handling

1. Which exceptions are you handling in your code?
(1) CallerNumNotFound

(2) CalleeNumNotFound

(3) AlinvenessUnknown

(4) SQL Exception

2. Which exceptions are you not handling? (This is your safety net – use it)

5. Test procedure using test scripter
0. Login the jbang account id and password (ab1234) into the chess
1. There are a ‘runsure’ and a ‘stopsure’ scripts in the /sure directory. runsure is for the activation of all the server using ‘runsure_remote’ script. A ‘stopsure’ is to kill all the server using several stop * file such as ‘stop_fault1’, ‘stop_gateway1’, and ‘stop_client’.
2. You can activate the entire servers as the following order (orbd should be first. The other does not matter) 

chess:~/sure>./runsure orbd

chess:~/sure>./runsure gateway1

chess:~/sure>./runsure gateway2

chess:~/sure>./runsure subscriber1

chess:~/sure>./runsure subscriber2
chess:~/sure>./runsure fault1(meaningless: purpose of automatic fault recovery) 

chess:~/sure>./runsure fault2 (meaningless: purpose of automatic fault recovery)
You can see the success of the activation in the log file that is located in the ‘chess:~/log>’ directory as well as “ps –ef |grep server” command.
3. You can use the ‘stopsure [server name]’ when the fault tolerance test instead of manual kill as following
chess:~/sure>./stopsure gateway1
4. You can use the ‘runsure [server name]’ when the recovery test instead of manual activation as following

chess:~/sure>./runsure gateway1
5. During the whole test, all of the standard system out is logged in the each server log file that is located in the jbang@chess:~/log>
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