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There are many lessons that we learned throughout our experience with data collection. Throughout the data collection phase, we had a lot of difficulty in automating the collection process due to the amount of requests we had to make per configurations. Among them are: minor bugs within our program, shell bug that did not allow accesses to different machines when session is closed, performance issues when writing to files , cluster storage capacity and performance issues in Database. Although most of the issues are resolved, the DB performance issue persisted and caused unkown crashes that made the automation process of data collection very difficult. To circumvent this problem and meet the deadline on time, we only took data for 1000 requests per client. This would give us a representative set of data that would allow us do meaningful analysis and hand it in on time. Furthermore, the mentioned problems were all issues that we were unaware and have caused much lag in the data collection process. Perhaps the most important thing that we realized as this phase approaches toward the end is that we should have spent more time doing analysis on the data than the data collection itself. The whole aim of this phase is to do meaningful analysis on the data, a small set would have given us enough to do that. However, much time was spent on collecting data, an extremely time consuming process. Finally, all members improved their ability to cooperate greatly in this phase, different bugs were tackled by different team members and the overall coordination also improved greatly.

The results showed very interesting aspects of our system. As were discovered, message length has great impact on the throughput and latency. Also more clients make requests; the performance numbers (in latency) degrade. At this stage, we were only able to collect numbers for performance, and those numbers only show consistency with latency trends under different configurations. This consistency reflects that our system is performing as expected. Since these measurements are only relative within the system, it is hard to comment on rather it is a good (as in high performance) system. The results were very sensitive to the workload of the server and the bandwidth congestion. Although we suspect that some of our results might not have accurately reflected the true nature of our system; this is due to spikes of high usage throughout the experimentation period as the servers are shared by other teams. Further experimentation would be nice to test the fail-over aspect of our system. Since we implemented active replication, further experimentation would be nice to confirm that there is truly no performance degradation as servers are brought down.
Finally, our results strongly infirm the magical 1% theory; the system show consistent trends as reflected by the graphs with 99%.
