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Overview

• Historical Background
• Fairness Pipeline

• Unfairness from model itself: Feature-wise bias amplification
• Unfairness from data collection: Nikon biased facial recognition
• Unfairness from underlying world: Amazon Recruitment, Word Embeddings

• How do we make a fair model?
• Removing Protected Attribute
• GANs for Fairness

• Further Thoughts
• Delayed Impact of Fair Machine Learning
• Group vs Individual Fairness





Hold on, how can Facebook engage in 
housing discrimination?
• Under the Fair Housing Act, it’s illegal to “make housing unavailable” or 

“assign a person to a particular neighborhood” (and many other 
stipulations) on the basis of race, sex, religion, etc. 

• If you prevent one group—in this case, often based on race—from seeing 
ads for certain properties, you are essentially making that housing
unavailable.

• Restricting who sees an ad for a given house from “black affinity groups” is 
like hiding the “for sale” sign in front of a house whenever a black person 
walks by 

• Facebook was doing this even in cases where the advertising agency did 
not request this ad-segregation: they use their own algorithms to decide 
who is most likely to engage with the ad (thus bring them more money), 
and so if some ethnic group was deemed less likely to engage, they would 
not show the ad to that ethnic group
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Unfairness in Model: Recall Bias Amplification

Class Man Woman

Data prior 33% 67%

Pred. prior 16% 84%



Unfairness in Model: Recall Bias Amplification

We say a model exhibits bias amplification if the prior distribution of the model’s predictions does not match 
that of the data: in particular, we don’t want the model to create or exaggerate disparities in the training 
data.
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Unfairness in Data Collection
• Nikon blink-recognition always thinks Asian faces are blinking

• While it’s not certain why the problem exists (Nikon has not given a concrete explanation), 
it’s feasible that it is due to unbalanced training data 



Unfairness in the World: Amazon Recruitment

• Amazon has a history of hiring predominantly men
• Amazon recruitment tool learned to penalize 

women’s applications to match the distribution in 
the biased training data

• penalize the word “women” e.g. “women’s soccer 
coach” etc

• favor words more often used in men’s applications, 
eg “execute”



Unfairness in the World: Word Embeddings

Perhaps we’ve heard of the Bag of 
Words model and TFIDF
• Problem with these approaches–

bag of words assumes 
conditional independence of 
words: no notion of context! 

• extremely high dimensional, 
leads to problems

• Have to train these models for 
every unique problem, non-
transferable

What’s so great about word 
embeddings?
• Word embedding vectors capture 

context
• Lower dimensional vectors
• Often transferable between

problems
• The geometry of word 

embeddings has some interesting 
properties—ability to compute 
analogies, e.g.
• man-woman = king-queen



How do we get word embeddings? (CBOW)
• Input: set of one-hot vectors 

representing the context from 
corpus, for a window of h
• e.g. if h=2, the window in 

the sentence ”The fluffy dog 
barked as it chased a cat” is 
[the, fluffy, barked, as]

• Output: prediction on which 
word w in the corpus had that 
context

• But the word embeddings
vectors are actually the weights 
in the hidden layer!!!!



Training the network

• We train our NN with
pairs of (context, 
target)

• The loss function is
the cross entropy of
the prediction and
the true label

• But the actual word 
embeddings are the 
weights in the hidden 
layer!

([quick,brown], 
the)

([the, brown, fox], 
quick)

([the, quick, fox, 
jumps], brown)

([quick, brown, 
jumps, over], fox)



What you end up with: word embeddings



But language can be biased!

• Implicit association tests show that words carry gender bias—e.g. 
people more often link Female terms with liberal arts and family, 
while they link male terms with science and careers
• Our implicit biases feeds into training data—e.g. Wager et al found 

that Wikipedia articles about women more often emphasize their 
gender, and mention their husbands and husband’s jobs, whereas 
articles about men do not
• Thus in a word embedding, we might expect “woman” to be 

closer/more correlated to “writer” than “executive” even though 
there’s no linguistic reason for this



Bias in word embeddings (Bolukbasi et al)

• Example of bias: word embeddings used to improve 
search results, to better predict relevancy of results 
to search criteria
• Someone searches for “cmu computer science 

phd student”
• student websites have their names on them
• If 2 student websites were otherwise equally 

likely to be displayed, a biased word embedding 
could tip the relevance higher for the male phd
student’s website and lower for the female’s

A model trained off of real text data learns and 
encodes the biases of the world present in that 
data. (word2vec is trained off of news articles.)



Possible outcomes: biased search (Sweeny)



Possible outcomes: search results (Arteaga)

• We note that Sweeny’s 
work documenting biased 
search results was 
published the same year 
as Mikolov’s word2vec 
paper, so it’s improbable 
that word embeddings 
were to blame for that 
observation in 
particular—however it is 
an example of behavior 
that may arise from such 
biased word embeddings



How do we make a fair model?

What do you all think?
• Try to ensure your model doesn’t augment bias
• Train with a balanced dataset
• Audit your model
• Ensure some constraint, e.g. demographic parity
• Don’t use protected attribute



What happens if we take out the protected 
attribute?
• Neighborhoods in 

America are largely 
racially segregated

• A race-blind model 
could still act in a 
discriminatory manner 
by using zipcode to e.g. 
deny a loan 

• Even unintentional 
discrimination can occur 
in this way, given a 
biased prior



More examples of proxy variables

• Purchasing history for medical 
conditions (pregnancy, or a disease)
• Friends on social media sites to 

determine sexual orientation
• Facebook currently using in the HUD 

case: “affinity groups” i.e. your likes 
on facebook



In fact, taking out the protected attribute can 
be detrimental to fairness goals
• Imagine an AI for hiring new 

employees has two features: 
gender and experience. 
• The model hires 27% women, 

despite their being 44% of the 
applicant pool.

• In an effort to make a fair
model, you take out the 
gender variable and only use 
experience
• You find your model now hires 

17% women. 



In fact, taking out the protected attribute can 
be detrimental to fairness goals
• Perhaps in reality, people with 

over ten years of experience 
are equally qualified for the 
job
• Women have to take off more 

time due to extenuating 
circumstances (needing to 
take family or child leave, etc) 
• Removing the gender feature

from the model makes it
impossible for the model to
compensate



However, there are situations where we can’t 
use the protected attribute, legally
• Some legal situations prevent disparate treatment, i.e. treating 

people differently based on some sensitive attribute, whether it be 
positive or negative
• E.g. it could be that some states would not allow the hiring classifier from

previous slides because it treats men and women differently
• E.g. college admissions in Texas: race not allowed to factor into school 

admissions
• Workaround: top 10% rule, top 10% of high school student automatically 

admitted to state colleges
• So, there may be some situations where we want to get rid of 

sensitive attribute information and all proxy information



Add fairness constraints

• Demographic Parity: proportion of people who get good 
outcome/bad outcome should be equal across all groups

• Equal False Positive/False Negative Rates (all confusion matrix scores)

• Equalized Odds: The protected attribute and the prediction are 
conditionally independent given the ground truth: i.e., the rates of 
loan application acceptances should be the same across groups 
among people who are truly credit-worthy

• Individual fairness constraint: similar people should be treated 
similarly



Problems with fairness constraints

• They don’t always lead to the fair outcomes you think they should 
either! 
• See Measure and Mismeasure of Fairness (Corbett-Davies and Goel) and 

Delayed Impact of Fair ML (Liu and Hardt)



Further Thoughts: Individuals vs Groups

• We can thinking about fairness in aggregate or individually
• Group fairness: ideas like demographic parity, equalized odds: 

statistics for all groups should be the same
• But this doesn’t solve all problems

• What about intersectionality? You could accept the same number of black people and 
white people to college, but accept no black women

• Increase disparities within a subgroup: e.g. make it easier for wealthy or otherwise 
privileged black people to get into college, but make it just as hard or harder for low-
income students of color

• Individual fairness: similar people should be treated similarly
• What does it mean for two people to be similar?



Further Thoughts

• ML systems evolve the system that they are deployed in, but ML 
algorithms do not take this shift into account
• PredPol/ ACLU arguments against its use: sending policemen to 

already overpoliced areas could further perpetuate the cycle of 
disproportionate incarceration in America
• But similarly, careless “fair” algorithms could lead to their own 

problems
• Consider a ”fair” lending algorithm that lent to the same number of people 

from groups A and B, where B is disadvantaged. If those in group B are not 
actually qualified for a loan and default, you actually hurt that population 
more, and also prevent their being qualified in future because they defaulted



Further Thoughts: Delayed Impact of Fairness

• Liu and Hardt paper, Delayed Impact of Fair Machine Learning
• How can we make fair algorithms that take into account the way they 

change the data landscape over time?
• What if instead of applying some blindness constraint, or 

demographic parity constraint, to an algorithm, we instead directly 
optimize for improving the lives of the affected group over time?


