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CNNs are complex 

VGGNet (2014 ImageNet ILSVRC challenge runner-up)  
• Depth of network critical for good performance (16 CONV/FC layers) 

• More expensive to evaluate; many parameters (140M) 

 



Goal 

Explain behavior of deep neural networks by examining inner workings 

 

Example questions 

• What is the esseŶĐe of a Đlass froŵ the Ŷetǁork’s poiŶt of ǀieǁ? 

• What concept did the network use to classify an image into class A? 

• What concept did the network use to classify an image into class A 
instead of class B? 

 

 

 



Influence-directed explanations 
[Leino, Li, Sen, Datta, Fredrikson 2018]  

  

Key idea 

• Identify causally influential neurons in internal layers 

• Give them interpretation using visualization techniques 
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Why did the network classify input as sports 

car? 

Input image Influence-directed Explanation 



Why did the network classify input as sports 

car instead of convertible? 

Input image Influence-directed Explanation 



Beyond input influence 

• Uncovers high-level concepts learned by internal neurons that cause 
ŵodel’s ďehaǀior 

• These concepts generalize across input instances  



An organizing principle 

 

Accounting for a behavioral property of a ML system involves 
interpretation of causally influential factors 

 

 

 

• Causation: What are important factors causing the property? 

• Interpretation: What do these factors mean? 
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Influence-directed explanations 
[Leino, Li, Sen, Datta, Fredrikson 2018]  

  

Key idea 

• Identify causally influential neurons in internal layers (how?) 

• Give them interpretation using visualization techniques (how?) 
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Outline 

• Distributional influence 

• Interpretation with visualization 

• Identifying influential concepts 

• Explaining instances 

• Justifying influence measure 



Distributional influence 



Decomposing network 

• Slice of network s = <g, h> identifies layer whose neurons are examined 

• Inputs drawn from distribution of interest P 

• Quantity of interest f identifies network behavior to be explained 



Distributional influence 



VGG16 model trained on ImageNet 

Input image Influence-directed Explanation 

• Slice of network identifies layer whose neurons are examined: conv4_1 

• Inputs drawn from distribution of interest P: training distribution 

• Quantity of interest f identifies network behavior to be explained: difference in class scores of 
͞sports Đar͟ aŶd ͞ĐoŶǀertiďle͟ 



Outline 

• Distributional influence 

• Interpretation with visualization 

• Identifying influential concepts 

• Explaining instances 

• Justifying influence measure 



Interpretation with visualization 



Interpreting influential neurons 

Depicts interpretation (visualization) of 3 most influential neurons 

• Slice of VGG16 network: conv4_1 

• Inputs drawn from distribution of interest: delta distribution  

• Quantity of interest: class score for correct class 

 
 



Interpreting influential neurons 

Visualization method  

• Compute gradient of neuron activation wrt input pixels 

• Scale pixels of original image accordingly 

 



Outline 

• Distributional influence 

• Interpretation with visualization 

• Identifying influential concepts 

• Explaining instances 

• Justifying influence measure 



Identifying influential concepts 



Distributional influence captures general 

concepts 

• Neurons influential for class on-average also influential for individual instances of class  

• Not so for Integrated Gradients 



Validating the essence of a class 

• Produce compressed model  + convert to binary class predictor 



Validating the essence of a class 



Outline 

• Distributional influence 

• Interpretation with visualization 

• Identifying influential concepts 

• Explaining instances 

• Justifying influence measure 



Explaining instances 



Focused explanations from slices 



Comparative explanations 



Misclassification as deviations from class 

influence profiles 



Outline 

• Distributional influence 

• Interpretation with visualization 

• Identifying influential concepts 

• Explaining instances 

• Justifying influence measure 



Justifying influence measure 



Axioms 



Axioms 



Unique input influence measure 



Axioms 



Unique internal influence measure 



Goal 

Explain behavior of deep neural networks by examining inner workings 

 

Example questions 

• What is the esseŶĐe of a Đlass froŵ the Ŷetǁork’s poiŶt of ǀieǁ? 

• What concept did the network use to classify an image into class A? 

• What concept did the network use to classify an image into class A 
instead of class B? 

 

 

 



Influence-directed explanations 
[Leino, Li, Sen, Datta, Fredrikson 2018]  

  

Key idea 

• Identify causally influential neurons in internal layers 

• Give them interpretation using visualization techniques 
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