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Recent successes of deep learning

(B Recument newral networ: % ¥ [} Jordan-TR-8604pdf X ¥ [ Microsoft Al Beats Hum. X

C  © www.technewsworld.com/st
8 Amazon Web Services [ Primers | Math n Pr

40 maps that explair [ deeplearning.net/tut

TECHNEWSWORLD

Computing Internet IT Mobile Tech Reviews Security

Microsoft Al Beats Humans at

[ Deep Leaming Tutor

EMERGING TECH Q

¥ ® ; You are viewing the new design. Leave feedback

nawre.com /7 nawure /7 ewers /7 arucie

nature

International journal o e

Il deepleaming & PHILIPS - Golden Ears /Y Language Technolog: ) MylDCare - Dashboa  » i} Other bookmarks

Reader Services

FORE@an

Technology  Tech Blog

Speech Recognition EMotPopiie. WNevsletises [ News Aleits HEN_ B Altmetric: 2665  Citations: 85 More detail »

By Richard Adhikari Dt How do you feel about Black Friday and

0ct20,20]" = T - .
o~ Recurrent neural networ % 1 [ Jordan-TR-8604 pdf % ¥ @ Foundintranslation:Mc X '} Letter

C @ https//blog.google/product atio: . o .
e 28 40 maps that explain i Amazon Web Services I Primers | Math nPro.  ['] deepleamingnet/tutc [ DeepLeaming Tuter  [l| deep leaming '«' PHILIPS - Golden Ears /X Language Technolog ) MylDCare - Dermatologlst—level Classlflcatlon Of
= +
c The Keyword  LatestStories  Product News  Topics . ]
Bow = skin cancer with deep neural networks
Bshere 0 TRANSLATE NOV 15,2016 X :
w Andre Esteva , Brett Kuprel , Roberto A. Novoa , Justin Ko, Susan M. Swetter, Helen M.
" N Blau & Sebastian Thrun
"
Found 1n translation:
Nature 542, 115-118 (02 February 2017) Received: 28 June 2016
More accurate ﬂuent doi:10.1038/nature21056 Accepted: 14 December 2016
]
) . Download Citation Published online: 25 January 2017
Microsq t G 1
::::\::Z‘ Sen ences ]-n Oog e Diagnosis Machine learning Corrigendum: 28 June 2017
Skin cancer
B ciencetestasp S

[ ] sciencetestasp

Barak Turovsky
PRODUCT LEAD, GOOGLE TRANSLATE

Google T

barriers and even helping

Show all X

d HTAUICICYCALCLL JlJLlLlli:ll

& [
L -
Search E-alert Submit Login

Tools v

[ share

£ share

Editorial Summary

Neural network identifies skin cancers
Andre Esteva et al. used 129,450 clinical
images of skin disease to train a deep
convolutional neural network to classify

skin... show more

Associated Content

Nature | News & Views

Medicine: The final frontier in
cancer diagnosis

Sancy A. Leachman & Glenn Merlino
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Deep neural networks learn representations

input layer

hidden layer 1 hidden layer 2

Deeper layers learn progressively more abstract representations:
pixels, edges, motifs, parts of objects, objects



Enabling trends

* Large volumes of training data

* Computation power
* GPUs,...



Course objective

Understand deeply how and why deep networks work
and their weaknesses

* From first principles to state-of-the-art



Course modules

Fundamentals of deep networks
Unlocking the black box

Security of deep learning models
Fairness of deep learning

B W N

Organized around
* computer vision tasks with convolutional neural networks
* natural language processing tasks with recurrent neural networks



Course modules

1. Fundamentals of deep networks

Keras
* Background on machine learning

e Architectures, training, platforms T h eano
 Focus on convolutional and recurrent neural networks

a

* HW1I1: Intro to ML and libraries
with logistic regression

input layer .
* HW2: Training CNNs

hidden layer 1 hidden layer 2



Course modules

2. Unlocking the black box
* Explaining behavior of deep neural networks

t h 2ano « HW3: Explanations for CNNs




Course modules

3. Security of deep learning models
» Attacks on classifiers and defenses

L2

TensorFlow

HW4: Adversarial learning with
GANs and attacks on CNNs




Course modules

4. Fairness of deep learning
* Bias and de-biasing
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NLP tasks
-- word embeddings
-- neural language models
-- neural machine translation

HW4: Word2vec and bias in NLP



Course modules

Fundamentals of deep networks
Unlocking the black box

Security of deep learning models
Fairness of deep learning

B W N

Organized around
* computer vision tasks with convolutional neural networks
* natural language processing tasks with recurrent neural networks
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Google’s Multilingual Neural Machine
Translation System

 Single neural machine translation model to translate between
multiple languages

* Used in production

* Key characteristics
e Simplicity
* Low-resource language improvements
e Zero shot learning
* Universal interlingua representation



Training on some language pairs

Training

[ English English

Google Neural
Machine Translation

Japanese Japanese
Korean \ Korean




Training on some language pairs

Training

}.
. | :
English ' Google Neural English

Machine Translation
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Japanese i | Japanese

Korean | Korean




Training

Hello, how are you? -> Hola, ;cOmo estas?
It will be modified to:

<2es> Hello, how are you? -> Hola, ;cOmo estas?

* Token indicates target language

* No token for source language — context provides enough language
evidence for correct translation

. dOver- or under-sampling to adjust for the relative availability of language
ata

e Same architecture as single language translation



Experimental Results

* Some multilingual models take a little more time to train than single
language pair models, likely because each language pair is seen only
for a fraction of the training process.

* Depending on the number of languages a full training can take up to
10M steps and 3 weeks to converge (on roughly 100 GPUs).

e Use larger batch sizes with a slightly higher initial learning rate to
speed up the convergence of these models.



Many to one translation

Table 1: Many to One: BLEU scores on various data sets for single language pair and multilingual models.
Model Single Multi  Diff
WMT German—English (oversampling) 30.43 30.59 +0.16
WMT French—English (oversampling) 35.50 35.73 +0.23

WMT German—English (no oversampling) 30.43 30.54 +0.11
WMT French—English (no oversampling) 35.50 36.77 +1.27

Prod Japanese—English 23.41 2387 +0.46
Prod Korean—English 25.42 2547 +0.05

Prod Spanish—English 38.00 38.73 +0.73
Prod Portuguese—English 44.40 45.19 +0.79




Many-to-many

Table 3: Many to Many: BLEU scores on various data sets for single langnage pair and multilingual models.

Model Single Multi  Diff

WMT English—+German (oversampling) 24.67 24.49 -0.18
WMT English—French (oversampling) 38.95 36.23 -2.72
WMT German—English (oversampling) 30.43 29.84 -0.59
WMT French—English (oversampling) 35.50 34.89 -0.61
WMT English—German (no oversampling) 24.67 21.92 -2.75
WMT English—French (no oversampling) 3895 37.45 -1.50
WMT German—English (no oversampling) 3043 29.22 -1.21
WMT French—English (no oversampling) 35.50 35.93 +0.43

Prod English—Japanese 23.66 23.12 -0.54
Prod English—Korean 19.75 19.73 -0.02
Prod Japanese—English 23.41 2286 -0.55
Prod Korean—English 25.42 24.76 -0.66

Prod English—Spanish  34.50 34.69 +0.19
Prod English—Portuguese 3840 37.25 -1.15
Prod Spanish—+English 38.00 37.65 -0.35
Prod Portuguese—English 44.40 44.02 -0.38




Large-scale experiments

Table 4: Large-scale experiments: BLEU scores for single language pair and multilingual models.

Model Single | Multi Multi Multi Multi
#nodes 1024 | 1024 1280 1536 1792
Hparams 3B 256M  367TM  499M 650M

Prod English—Japanese | 23.66 | 21.10 21.17 21.72 21.70
Prod English— Korean 19.75 | 18.41 18.36 18.30 18.28
Prod Japanese— English 23.41 | 21.62 22.03 2251 23.18
Prod Korean—English 25.42 | 2287 2346 24.00 24.67
Prod English—Spanish 34.50 | 34.25 3440 34.77 34.70
Prod English—Portuguese | 38.40 | 37.35 37.42 37.80 37.92
Prod Spanish— English 38.00 | 36.04 36.50 37.26 37.45
Prod Portuguese—English | 44.40 | 42,53 42.82 43.64 43.87
Prod English—German 26.43 | 23.15 23.77 23.63 24.01
Prod English—French 35.37 | 34.00 34.19 3491 34.81
Prod German—English 31.77 | 31.17 31.65 3224 3232
Prod French—English 36.47 | 34.40 3456 35.35 35.52
ave diff - -1.72  -143 -095 -0.76

vs single - -5.6% -4.™% -31% -2.5%




/ero-shot translation

English English

Google Neural
Machine Translation

Japanese Japanese

Korean Korean



/ero-shot translation

Table 5: Portuguese—Spanish BLEU scores using various models.

Model Zero-shot BLEU
(a) PBMT bridged no 28.99
(b) NMT bridged no 30.91
(e) NMT Pt—Es no 31.50
(d) Model 1 (Pt—En, En—Es) Ves 21.62
(e) Model 2 (En++{Es, Pt}) Ves 24.75

(f) Model 2 + incremental training no 31.77




Universal interlingua representation

* |s the network learning some sort of shared representation, in which
sentences with the same meaning are represented in similar ways
regardless of language?



Universal interlingua representation

Examine sequence of context vectors generated during translation (i.e.,
the sum of internal encoder states weighted by their attention

probabilities per step)

* Do sentences cluster together depending on the source or target
language?

* Or instead do sentences with similar meanings cluster, regardless of
language?



Universal interlingua representation
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Shared wordpiece

e Word: Jet makers feud over seat width with big orders at stake

e wordpieces: Jet makers feud over seat width with big orders at stake



