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Administrative
• Grading HW1 almost done

• Project proposals due on Friday Sept 20
– Submit one per group on Gradescope

• HW2 has been released
– Due Friday, Sept. 27 at 5 pm ET/2 pm PT
– Please start early!

• No recitation on Friday Sept 20

• Time change for my office hours on Friday Sept 20
– 11.30 am-1 pm ET/8.30 am-10 am PT
– PGH: my office, CIC 2118
– SV: Google Hangouts Link on the calendar



In-Class Quiz
• 10 minutes



Today:
Information Flow Experiments Methodology

Michael Tschantz, ICSI
Amit Datta, CMU

Anupam Datta, CMU
Jeannette Wing,  MSR

IEEE Computer Security Foundations Symposium, 2015



Personalized Web Advertising



Personalized Web Advertising

Ad Ecosystem
Web Browsing Advertisements

Confounding factors:
Other users
Advertisers
Websites



Experimental Design

Biological 
SystemDrug Surviving Cancer

Confounding factors:
Environmental factors
Genetic differences
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Information Flow Experiments
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Information Flow Experiments as Science

Experimental Science Information Flow

Natural process System in question

Population of units Subset of interactions

Treatments Inputs

Responses Outputs

… …

Causation Information flow



Noninterference
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Probabilistic Noninterference
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We would like to test the following 

• Null hypothesis 
– The outputs from the experimental and control units 

are drawn from the same distribution

• Apply a significance test 
– On the outputs from the two groups
– Returns a p-value
– Reject the null hypothesis if p-value < 0.05



First try: Kolmogorov-Smirnov Test
• (on document cam)



Things to look out for

• Low sensitivity
– Only considers maximum deviation
– Anderson-Darling Test, Cramer von Mises test

• Do not use to compare with 𝐹(𝑥) derived from your 
data

• Cannot be applied on higher-dimensional data
• Assumes IID data points
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Key Idea:

• Use a non-parametric test
– Does not require a model for Google

• Specifically, a permutation test
– Does not require independence among browser 

instances or assumption that ads are independent 
and identically distributed



Permutation Test [Good’05]

• It is a non-parametric test
– No assumptions about ad distributions

• It does not require independent samples
– Ads served to one browser can affect ads served to another

• Assumption: Samples are exchangeable under the null 
hypothesis

• A statistic that discriminates between the null and 
alternate hypotheses

P. Good.
Permutation Tests: A Practical Guide to Resampling Methods for Testing Hypotheses. Springer, 2005

Observations (x1, x2, …, xn) 
are exchangeable if the 

probability of any particular 
joint outcome is the same 

regardless of the order



Permutation Test: Example
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Permutation Test: Example
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Permutation Test: Example
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Permutation Test: Example

count
= 0.004
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p-value = 
number of unique permutations
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Information Flow Experiments

Experimental Group Control Group

Controlled Environment

Measurements 
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A rigorous methodology for information 
flow experiments
• Connection between Information Flow and Causal 

Experiments

• Statistical principles for designing Information Flow 
Experiments
– Control for known confounders
– Randomize to break unknown confounders

• Significance testing with non-parametric statistical tests


