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Custom VLSI implementations of neural networks

Early attempts
The idea of making custom analog VLSI implementations of neural networks
dates back to the late ’80’s - early ’90s:
[Holler et al. 1989, Satyanarayana et al. 1992, Hammerstrom 1993, Vittoz 1996]
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Silicon neuron designs

Many VLSI models of spiking neurons have been developed in the past, and
many are still being actively investigated:

Most designs can be traced back to one of two types of silicon neurons,
proposed by the Carver Mead, Misha Mahowald and Rodney Douglas, in
the late ’80s - early 90’s: an integrate-and-fire model, and a
conductance-based model.
Several approaches focus only the design of the neuron’s action potential
mechanism
Few approaches take into account constraints for implementing
large-scale neural networks (size, power, etc.)
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Silicon neural network characteristics
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Why subthreshold neuromorphic VLSI

Exploit the physics of silicon to reproduce the
bio-physics of neural systems.
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MOSFETs in subthreshold

Vg

Vs

Vd

Ids
n-FET subthreshold transfer function

Ids = I0eκnVg/UT

(
e−Vs/UT −e−Vd/UT

)

where

I0 denotes the nFET current-scaling parameter

κn denotes the nFET subthreshold slope factor

UT the thermal voltage

Vg the gate voltage, Vs the source voltage, and Vd the drain voltage.

The current is defined to be positive if it flows from the drain to the source
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Diffusion and saturation

If

Vg

Vg

Vs

Vs

Vd

Vd

IfIr

Ir

VE Qs Qd

Ids = I0eκnVg/UT

(
e−Vs/UT −e−Vd/UT

)
is equivalent to:

Ids = I0eκ
Vg
UT
− Vs

UT −I0eκ
Vg
UT
− Vd

UT

Ids = If −Ir

If Vds > 4UT the Ir term becomes negligible,
and the transistor is said to operate in the
saturation regime:

Ids = I0eκnVg/UT−Vs/UT
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Exponential voltage dependence

Subthreshold n-FET
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n-FETs and p-FETs

In Complementary Metal-Oxide Semiconductor (CMOS) technology, there are
two types of MOSFETs: n-FETs and p-FETs

Vg

Vd

Vs

Vg

Vs

Vd

Vb

In traditional CMOS circuits, all n-FETs have the common bulk potential (Vb)
connected to Ground (Gnd), and all p-FETs have a common bulk potential
(typically) connected to the power supply rail (Vdd ).
The corresponding (complementary) equation for the p-FET is

Ids = I0eκp(Vdd−Vg)/UT

(
e−(Vdd−Vs)/UT −e−(Vdd−Vd )/UT

)
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One, two, and three transistor circuits

Ideal current source

I out
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The differential-pair

I1 = I0e
κV1−Vs

UT

I2 = I0e
κV2−Vs

UT

Ib = I1 + I2 = I0e
κVb
UT

e−
Vs
UT =

Ib
I0

1

e
κV1
UT + e

κV2
UT

I1 = Ib
e

κV1
UT

e
κV1
UT + e

κV2
UT

I2 = Ib
e

κV1
UT

e
κV1
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The transconductance amplifier

Vb

V1 V2

Ib

I1 I2

Vs

Vdd Vdd

Vout
Iout

M1 M2

M3

M4 M5

−

+
Vb

Vout
Iout

V2

V1

Iout = Ib tanh

(
κ

2UT
(V1−V2)

)
In the linear region (|V1−V2|< 200mV ):

Iout ≈ gm(V1−V2)

where

gm =
Ibκ

2UT

is a tunable conductance.
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What is a synapse?

In 1897 Charles Sherrington
introduced the term synapse to
describe the specialized
structure at the zone of contact
between neurons as the point
in which one neuron
communicates with another.

2005 winner of the Science and Engineering
Visualization Challenge.

by G. Johnson, Medical Media, Boulder, CO.
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Synapses in the nervous system
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Synaptic transmission

In chemical synapses the presynaptic and
postsynaptic membranes are spearated by
extracellular space.

The arrival of a presynaptic action potential
triggers the release of neurotransmitter in the
extracellular space.

The neurotransmitters react with the
postsynaptic receptors and depolarize the cell.

Chemical synaptic transmission is
characterized by specific temporal dynamics.
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EPSC and EPSP

O. SACCHI, M. L. ROSSI, R. CANELLA, AND R. FESCE730

low the linear fit. This might be partly because of inward
rectification by the ACh-evoked current (Fieber and Adams
1991; Mathie et al. 1990), but it is at least partly accounted
for by the changes in ionic gradients that are associated with
even small ionic flows (especially accumulation of K/ ions
in the perineuronal space) (Belluzzi and Sacchi 1990).

In all neurons the decay of EPSC was well fit by a single
exponential function. The average time constant, t, was 7.5
ms at075 mV (nÅ 14) and was scarcely voltage-dependent:
it decreased exponentially with a constant of 260.4 mV from
0105 to 025 mV (Fig. 3A) . EPSC amplitudes decreased in
the average (5 neurons) to 69% of the initial value when
Ca2/ concentration in the bath was lowered from the usual
5 to 2 mM; the current decay time constants were also some-
what decreased (by 21% in the average). The voltage depen-
dence of the decay time constant and the estimated reversal
potential did not appear to be affected by calcium concentra-

FIG. 2. Typical synaptic currents at ganglionic synapse evoked by supra- tion (Fig. 3B) .maximal preganglionic stimulation. Superimposed EPSCs recorded in a
sympathetic neuron at different membrane potentials between 010 and NATURE OF THE POSTSYNAPTIC RECEPTOR ACTIVATED BY0100 mV (in 10 mV steps) under 2-electrode voltage-clamp conditions.

NATURAL ACH. To correctly model and reproduce evokedCell was held at 050 mV and then repeatedly stepped, at 20 s intervals, to
synaptic currents, it was important to determine whether ormembrane levels at which synaptic current was observed. Note presence

of fast INa in 010/030 mV tracings. External Ca2/ concentration was 5 not conductances other than those associated to the nicotinic
mM. receptor were activated by nerve-released ACh. In fact, ACh

release by the presynaptic nerve terminals is thought to gen-
cell was estimated for the rat sympathetic neuron in culture, erate in the ganglion a broad series of side effects, in addition
whereas the activation-deactivation time constants for putative M- to the central role of sustaining the fast excitatory transmis-
currents were Ç220 ms in the 060/030 mV voltage range (Owen sion. Autoreceptors were proposed to control evoked trans-
et al. 1990). mitter release (see Starke et al. 1989, for a review). The

evidence for a physiological role in the ganglion seems to
R E S U L T S be greatest for the muscarinic autoreceptors, which are pos-

tulated to mediate a negative feedback loop that reduces
Synaptic current at the sympathetic ganglionic neuron transmitter mobilization (Koelle 1961; Koketsu and Yamada

1982). A similar case was made for presynaptic muscarinicQUANTITATIVE ANALYSIS OF THE EVOKED SYNAPTIC MAC-
inhibition of ACh release by preganglionic myenteric neu-ROCURRENT (EPSC). Supramaximal stimulation of the sym-
rons (Morita et al. 1982; North et al. 1985). Even at ratherpathetic trunk evokes a synchronous and compact synaptic
low extracellular calcium concentrations, a substantial flowcurrent in the postganglionic neuron, provided that the stimu-
of Ca2/ ions occurs through the neuronal nicotinic AChlus is applied close to the caudal pole of the ganglion. Under
receptors, which prove to be more permeable to Ca2/ thanthese conditions the effect of differences in conduction ve-
muscular nAChRs are (Fieber and Adams 1991). Single-locity among the several preganglionic fibers innervating
channel current measurements indicate that Ç2–3% of theeach cell (Perri et al. 1970) is minimized and simple-shaped
synaptic current is carried by Ca2/ (Decker and Dani 1990),EPSCs of the type shown in Fig. 2 are usually observed. In
so that the cholinergic Ca2/ signal is expected to participateFig. 2, each synaptic current is generated 20 ms after impos-
in many cellular events. The onset of Ca2/-activated K/

ing a different membrane voltage in the 010/0100 mV
conductance was described in bullfrog sympathetic neuronsrange. In the 010/030 mV tracings the initial steps from
(Tokimasa and North 1984) after ACh application and, simi-the050 mV holding potential evoked transient Na/ currents,
larly, a Ca2/-dependent Cl0 conductance directly activatedwhich are also displayed to be compared with the corre-
by Ca2/ influx through nAChRs was demonstrated in ratsponding synaptic currents; the onset of the delayed K/

central neurons (Mulle et al. 1992) and bovine chromaffincurrents are evident in the 010 and 020 mV recordings.
cells (Vernino et al. 1992). Finally, stimulation of choliner-They become increasingly large in amplitude and noise,
gic preganglionic fibers is also expected to initiate, besidesthereby making the EPSCs virtually undetectable at mem-
the conventional fast nicotinic EPSP, various types ofbrane levels positive to 010 mV. Thus a clear-cut reversal of
‘‘slow’’ postsynaptic responses. The underlying mechanismsthe synaptic currents could not be directly achieved. Between
are still controversial, but the evidence suggests an effect020 and0125 mV the peak amplitude of the synaptic current
mediated via atropine-sensitive receptors (for a review seevaried linearly with the membrane potential (Fig. 3A) ; the
Akasu and Koketsu 1986). We decided therefore to evaluateregression line extrapolates to a reversal potential between
to what extent these different mechanisms might contami-012 and 019 mV (mean 015.7 mV, n Å 7), which is a
nate the synaptic currents recorded in the experiments.more negative value than usually obtained for the fast EPSC

In this study 1006 M atropine was tested in five neuronsat other ganglionic synapses. For membrane potentials posi-
tive to 020 mV the points lay systematically somewhat be- and found to have no effect on the amplitude or time-course

9K25 J141-7/ 9k23$$ja43 01-12-98 23:17:20 neupas LP-Neurophys

Superimposed excitatory
post-synaptic currents (EPSCs)
recorded in a neuron at different
membrane potentials (from Sacchi et
al., 1998).

Excitatory post-synaptic potential
(EPSP) in response to multiple
pre-synaptic spikes (from Nicholls et al.
1992).
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Neural network models

In classical neural network theory

signals are (tipically) continuous values that represent the neuron’s mean
firing rate,

neurons implement a saturating non-linearity transfer function (S) on the
input’s weighted sum,

the synapse implements a multiplication between the neuron’s input
signal (Xi ) and its corresponding synaptic weight (wi ).
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VLSI synapses in classical neural networks

The role of the VLSI synapse in implementations of “classical” neural network
models is that of a multiplier.
Multiplying synaptic circuits have been implemented using a wide range of
analog circuits, ranging from the single MOS-FETs to the Gilbert multiplier.

Iin1 Iin2

Ib

I1 I2

Figure: Schematic of half of a Gilbert multiplier. This circuit multiplies Iin1 and Iin2 by Ib
if Iin1 + Iin2 = Ib.
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VLSI synapses in pulse-based neural networks

Vdd

Vmem

Cmem

Wi
IWi ∆Vi =

IWi

Cmem
∆t

In pulse-based neural networks the weighted contribution of a synapse can be
implemented using a single transistor.
In this case p-FETs implement excitatory synapse, and n-FETs implement
inhibitory synapses.
The synaptic weight can be set by changing the Wi bias voltage or the ∆t
duration.

What about temporal dynamics?
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Linear pulse integrators

A linear integrator is a linear low-pass filter. Its impulse response should be a
decaying exponential.
With VLSI and subthreshold MOSFETS its fairly easy to implement
exponential voltage to current conversion, and linear voltage increase or
decrease over time.

Vdd

Vg

C

Vc

Id

Id = C d
dt Vc

Vg(t)

Id(t)

Vdd

Id (t) = I0e
κ

UT
(Vdd−Vg(t))
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Linear charge-and-discharge integrator

Vw

 Mτ

 Mw

Vτ

 Msyn

 Isyn

Vsyn 

Csyn 

 Mpre

 Iw

 Iτ

Iw = I0e
κVw
UT , τc ,

CsynUT

κ Iτ

Iτ = I0e
κ(Vdd−Vτ )

UT , τd ,
CsynUT

κ Iτ

Ic = C
d
dt

(Vdd −Vsyn)

Isyn = I0e
κ(Vdd−Vsyn)

UT

Isyn(t) =

I−syne
+

(t−t−i )
τc (charge phase)

I+
syne
− (t−t+

i )
τd (discharge phase)

Isyn(t) = I0e
− τc−f∆t(τc+τd )

τcτd
t
, with f =

(n
t

)
, f <

(
τc

τc + τd

)
1

∆t
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Log-domain pulse integrator

Vw

 Mτ

 Mw

Vτ

 Msyn

 Isyn

Vsyn 

Csyn 

 Mpre

 Iw

 Iτ

Iw = I0e
κ

UT
(Vsyn−Vw )

Iτ = I0e
κ(Vdd−Vτ )

UT

Ic = C
d
dt

(Vdd −Vsyn)

Isyn = I0e
κ(Vdd−Vsyn)

UT

d
dt

Isyn =−Isyn
κ

UT

d
dt

Vsyn

τ ,
CsynUT

κ Iτ
d
dt

Isyn + Isyn =
IsynIw

Iτ

d
dt

Isyn + Isyn =
I0Iw0

Iτ
, Iw0 = I0e−

κ(Vw−Vdd )
UT
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The diff-pair integrator (DPI)

Vw

Vthr 

 Mτ

Min  Mthr

 Mw

Vτ

 Msyn

 Isyn

Vsyn 

Csyn 

 Mpre

 Iw

 Iin

 Iτ

Iw = I0e
κVw
UT

Iτ = I0e
κ(Vdd−Vτ )

UT

Ic = C
d
dt

(Vdd −Vsyn)

Iin = Iw
e

κVsyn
UT

e
κVsyn

UT + e
κVthr

UT

Isyn = I0e
κ(Vdd−Vsyn)

UT

d
dt

Isyn =− κ

UT
Isyn

d
dt

Vsyn

τ
d
dt

Isyn + Isyn ≈
Iw Igain

Iτ

(Bartolozzi, Indiveri, 2007)
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DPI equations

DPI transfer function:

τ
d
dt

Iout + Iout =
1
Iτ

Iout

1 +
(

Iout
Ig

) Iin

τ
d
dt

Iout + Iout ≈
Ig
Iτ

Iin, if Iout � Ig, Iw � Iτ

Response to ∆t pulse at time ti :

Iout(ti +∆t) =
Ig Iin
Iτ

(
1−e−

∆t
τ

)
+ Iout(ti)e−

∆t
τ , Iout(ti) = Iout(ti−1 +∆t)e−

ti−ti−1
τ

Response to an arbitrary spike train ρ(t) = ∑i δ (t− ti), with ∆t � τ :

Iout(t) =

(
Ig Iin
Iτ

)
e−

t
τ

∫ t

0
e

ξ

τ ρ(ξ )dξ

Mean response to spike train of mean frequency ν̄ :

< Iout >=

(
Ig Iin
Iτ

)
∆t ν̄ , ν̄ =

1

∆t + ¯ISI
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DPI measured response
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DPI response to spike-trains
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Short-term depression

fraction of resources in the effective state, E. Trial-by-trial
f luctuations in synaptic responses, including failures, are ne-
glected in the model because synaptic inputs from large
populations of neurons are expected to average out these
fluctuations. USE (as well as trec and tinact) is a kinetic param-
eter of the model that determines the dynamic behavior of
synaptic transmission, in particular the rate of depression. The
higher theUSE, the faster synaptic resources are utilized, which
effectively leads to more rapid depression.
These equations allow iterative expressions for successive

excitatory postsynaptic currents (EPSCs) produced by a train
of presynaptic APs:

EPSCn11 5 EPSCn~1 2 USE!e2Dtytrec

1 ASEzUSE~1 2 e2Dtytrec!, [2]

where Dt is the time interval between nth and (n 1 1)th AP,
and ASE is the maximal EPSC evoked when all the resources
are shifted into the effective state. In deriving Eq. 2, Dt was
assumed to be much larger than the inactivation time constant,
hence the dependence on tinact dropped out of this equation.

RESULTS

Simulating Dynamic Synaptic Transmission. To use the
model to simulate dynamic synaptic transmission a number of
parameters have to be determined experimentally. The
postsynaptic responses to a standard stimulation protocol were
used to derive the paramters ASE, USE, and trec for a given
synapse (Fig. 1A). The model could then reproduce the
experimental traces for both regular and irregular trains of
presynaptic APs (Fig. 1 B and C).
Rate Coding. The model made several predictions, both

about the properties of synaptic transmission and how these
properties influence the way in which the signal transmitted
between pyramidal neurons could be coded. The first predic-
tion was that if the synapses are driven beyond a certain
frequency, defined as the limiting frequency, then the station-
ary amplitude of individual EPSPs reached during a regular
spike train would begin to decrease in inverse proportion to the
frequency (1yf ):

EPSCst <
E
ftrec

. [3]

To test the accuracy of this prediction we recorded the synaptic
responses at different frequencies and found the prediction to
be true in all of 11 cases (Fig. 2 A and B). The limiting
frequencies were between 10 and 25 Hz. The 1yf law of these
synapses indicates that above the limiting frequency the aver-
age postsynaptic depolarization from resting membrane po-
tential saturates as presynaptic firing rates increase (Fig. 2C).
The limiting frequency therefore sets the frequency range
within which these synapses are able to transmit information
about the presynaptic firing rate.
The second prediction was that factors that determine the

rate of synaptic depression also determine the limiting fre-
quency:

flim < 1y~trecUSE!. [4]

In the model, the higher USE is, the faster synaptic responses
depress to a stationary level for a given frequency of stimu-
lation and the lower the limiting frequency is.
Depending on the biophysical mechanism of depression, the

USE parameter can be in part or completely determined by the
probability that an AP would evoke neurotransmitter release.
Indeed, reducing this probability by lowering Ca21 concentra-
tion ([Ca21]) slowed the rate of synaptic depression and
increased the limiting frequency (Fig. 2B; see refs. 11 and 12).

Release probability therefore determines the frequency range
within which rate coding is possible. The model also shows that
beyond the limiting frequency, the average depolarization
caused during the train is independent of release probability
(see Eq. 3). Changing release probability therefore results in
redistribution of synaptic efficacy between spikes in a train and
not in a change in absolute synaptic efficacy (see also ref. 7).
A natural range of USE values (0.1–0.95) was found within a
population of 33 experimentally examined synaptic connec-
tions, which is consistent with the range of release probabilities
found at these synapses using a binomial model (ref. 13; H.M.,
J. Lübke, A. Roth,M. Frotscher, and B. Sakmann, unpublished
data).
The range of USE values predicts a continuum of frequency-

dependent behaviors under in vivo conditions where neurons
are firing irregularly (14) (Fig. 3A). To test the accuracy of this
prediction, the synaptic behavior for a particular synaptic

FIG. 1. Functional synaptic model. (A) Stimulation paradigm used
to obtain the parameters for the model. (B) Postsynaptic potential
generated by a regular spike train (Bottom), at a frequency of 23 Hz
measured experimentally (Top; average more than 50 sweeps), and
computed with the model (Middle). (C) Same as B for irregular spike
train (different synaptic connection). Postsynaptic potential is com-
puted using a passive membrane mechanism [tmem(dVydt) 5 2V 1
RinIsyn(t)] with an input resistance of 100MV. trec is obtained by
measuring the time of recovery for a synapse after stimulating it with
high frequency burst (single exponential). Other parameters are
determined by iteratively comparing model and experimental traces
until the best match with the initial (R1), transition (R2 and others),
and stationary responses is achieved. Parameters in B: tinact 5 3 msec,
trec 5 800 msec, USE 5 0.67, ASE 5 250 pA, tmem 5 50 msec.
Parameters in C: tinact 5 3 msec, trec 5 450 msec, USE 5 0.55, ASE 5
530 pA, tmem 5 30 msec.

720 Neurobiology: Tsodyks and Markram Proc. Natl. Acad. Sci. USA 94 (1997)

Vw

Cd

Va

Vd Ir

(C. Rasche, R. Hahnloser, 2001)
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Short-term depression
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Figure1: Schematicfor adepressingsynapsecircuit andresponsesto a regular input spike
train. (a)Depressingsynapsecircuit. Thevoltage @�A determines thesynapticconductance� while the synaptic term ��� or B �DC;E is exponential in the voltage, @GF . The subcircuit
consistingof transistors,5 ( , 5IH , and 5KJ , control thedynamics of B �DC;E . Thepresynaptic
inputgoesto thegateterminalof 5 J whichactslikeaswitch.Whenthereis apresynaptic
spike, a quantityof charge (determinedby @ � ) is removedfrom thenode @LF . In between
spikes, @MF recoversto thevoltage, @NA through thediode-connectedtransistor, 5 ( . When
thereis nospike, @ F is around @ A . Whenthepresynaptic inputcomesfrom a regular spike
train, @ F decreaseswith eachspike andrecoversin betweenspikes. It reachesa steady-
statevalue as shown in (b). During the spike, transistor 5PO turns on and the synaptic
weightcurrent B ��C;E chargesup themembranepotentialof theneuron through thecurrent-
mirror circuit consistingof 5RQ , 5IS , andthecapacitor T H . Wecanconvert the B �DC;E current
sourceinto a synapticcurrent B � with somegain anda “time constant”by adjustingthe
voltage @MU;AWV E . Thedecaydynamics of B � is givenby B � ������	 XDY�Z�[ +]\�^2\ Y�_ 1(��a`7b Y�Z�[7cedgf7dgY�_ihjlk wheremon 	
T HNp n and q 	r& 8<+ts 0�0 �)s�uDv�w [ 1�*Wx k . In a normal synapsecircuit (that is, without short-
term dynamics), @)F is controlledby an external biasvoltage. (b) Input spike train at a
frequency of 20Hz (bottomcurve) andcorrespondingresponse @yF (topcurve)of thecircuit
for @ � 	 0.26,0.28, 0.3V. Thediode-connectedtransistor5 ( hasnonlineardynamics. The
recovery time of thedepressingvariable � depends on thedistanceof thepresentvalueof@MF from @zA . Therecovery rateof � increasesfor a larger differencebetween@{F and @zA .
2.2.1 Circuit

Equations 4 and5 arederived from the circuit in Fig. 1. The operation of this circuit is
describedin thecaption. Thedetailedanalysisleadingto thedifferential equations for �
is describedin [Liu, 2002]. Thevoltage @ F codesfor �>� . Theconductance� is setby @ A
while thedynamics of � is setby both @ � and @zA . Thetime takenfor thepresent valueof@MF to returnto @2A is determinedby thecurrentdynamics of thediode-connectedtransistor5 ( and @ A . Therecovery timeconstant( �|:;5 ) of � is setby @ A .

Thesynapticweightis describedby thecurrent, B �DC;E in Fig. 1(a):

B �DC;E �����}	 B,~ E &�8)si��* x k 	R�>������� (6)

where ��	 B ~ El& 8)siv,*Wx k is the synaptic strength, ������� is ��� c]��0�0i�$� v hg��� k XD��_X���� +]\�1 , and B - � 	
B,~ � & 8N+ts 0�0 �)s��,1�*Wx k . The recovery time constant ( �|:;5 ) of � is set by @�A ( 5 	

(M. Boegerhausen, P. Suter, and S.-C. Liu„ 2003)

G.Indiveri (NCS @ INI) ICANN09 Tutorial 36 / 78

http://ncs.ethz.ch/
http://ncs.ethz.ch/
https://www.ini.uzh.ch/node/11958
http://ncs.ethz.ch/
https://www.ini.uzh.ch/node/11918
http://ncs.ethz.ch/


STDP and beyond

Alternative spike-driven learning algorithm
Spike-driven weight change depends on the value of
the post-synaptic neuron’s membrane potential, and on
its recent spiking activity.
Fusi et al. 2000; Brader et al. 2007

Recipe for efficient VLSI implementation
1 bistability: use two synaptic states;
2 redundancy: implement many synapses that see

the same pre- and post-synaptic activity’
3 stochasticity & inhomogeneity: induce LTP/LTD

only in a subset of stimulated synapses.

- Slow learning: only a fraction of the synapses memorize the pattern.
+ The theory is matched to the technology: use binary states, exploit

mismatch and introduce fault tolerance by design.
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Spike-driven learning in VLSI I

J. Arthur and K. Boahen.
Learning in silicon: Timing is everything.
In Y. Weiss, B. Schölkopf, and J. Platt, editors, Advances in Neural Information Processing Systems 18. MIT Press, Cambridge, MA,
2006.

A. Bofill-i Petit and A. F. Murray.

Synchrony detection and amplification by silicon neurons with STDP synapses.
IEEE Transactions on Neural Networks, 15(5):1296–1304, September 2004.

E. Chicca, D. Badoni, V. Dante, M. D’Andreagiovanni, G. Salina, S. Fusi, and P. Del Giudice.

A VLSI recurrent network of integrate–and–fire neurons connected by plastic synapses with long term memory.
IEEE Transactions on Neural Networks, 14(5):1297–1307, September 2003.

P. Häfliger, M. Mahowald, and L. Watts.

A spike based learning neuron in analog VLSI.
In M. C. Mozer, M. I. Jordan, and T. Petsche, editors, Advances in neuralinformation processing systems, volume 9, pages 692–698.
MIT Press, 1997.

G. Indiveri, E. Chicca, and R. Douglas.

A VLSI array of low-power spiking neurons and bistable synapses with spike–timing dependent plasticity.
IEEE Transactions on Neural Networks, 17(1):211–221, Jan 2006.

S. Mitra, G. Indiveri, and S. Fusi.

Learning to classify complex patterns using a VLSI network of spiking neurons.
In J.C. Platt, D. Koller, Y. Singer, and S. Roweis, editors, Advances in Neural Information Processing Systems 20, pages 1009–1016,
Cambridge (MA), 2008. MIT Press.
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Neurons . . . in a nutshell
A quick tutorial

C
om

pl
ex

ity

Real Neurons

Conductance based models

Integrate and fire models
Rate based models

I Sigmoidal units
I Linear threshold units
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Neurons of the world

(adapted from B. Mel, 1994)
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Equivalent Circuit

GABA

Glutammate

Eex (Na+, ...)

Einh (K+, Cl, ...)

CmemGl

Vmem

If excitatory input currents are relatively small, the neuron behaves exactly like
a first order low-pass filter.
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Spike generating mechanism

ENa

CmemGl

Vmem

gNa

EK

gK

If the membrane voltage increases above a certain threshold, a
spike-generating mechanism is activated and an action potential is initiated.
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Spike properties

Refractory Period

Pulse Width

Iin=I1

Iin=I2 > I1
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The F-I curve

Input Current (I)
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Hardware implementations of spiking neurons

The first artificial neuron model was proposed in the 1943 by McCulloch and
Pitts. Hardware implementations of this model date almost back to the same
period.

Hardware implementations of spiking neurons are relatively new.

One of the most influential circuits that implements an
integrate and fire (I&F) model of a neuron was the
Axon-Hillock Circuit, proposed by Carver Mead in the late
1980s.
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Conductance-based models of spiking neurons

In 1991 Misha Mahowald and Rodney Douglas proposed a
conductance-based silicon neuron and showed that it had properties
remarkably similar to those of real cortical neurons.
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Conductance based Si-Neurons
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Conductance based Si-Neurons
Silicon neuron’s measurements

1V

Vm

[Ca]

Vm

[Ca]

Vm

[Ca]

50 ms

I
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The Axon-Hillock Circuit

A

Vpw

Vmem Vout

Input current
Membrane voltage

Output voltage

Positive Feedback

Reset
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The Axon-Hillock Circuit

A

Vpw

Vmem Vout

Vout

Vmem

time
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Slope = A
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Capacitive Divider

Given the change ∆V2, what is ∆V1?

Q = C1V1 + C2(V1−V2) = constant

C1∆V1 + C2(∆V1−∆V2) = 0

∆V1 =
C2

C1 + C2
∆V2

A
∆V2∆V1 C1

C2

Q
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Positive Feedback

A

Vpw

Vmem Vout

Vout

Vmem

time

vo
lta

ge

Positive Feedback

∆Vmem = 

Cm

Cfb

Cfb

Cm + Cfb
Vdd
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Axon-Hillock Circuit Dynamics

A

Vpw

Vmem Vout

Vout

Vmem

time

vo
lta

ge

Cm

Cfb

Iin

tH tL

Ir

tL =
Cfb + Cm

Iin
∆Vmem =

Cfb

Iin
Vdd

Frequency ∝ Iin

tH =
Cfb + Cm

Ir − Iin
∆Vmem =

Cfb

Ir − Iin
Vdd

Pulse width ∝ 1/Ir for Ir � Iin
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Gain

How to make voltage gain

A

What’s bad about this?
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Power Dissipation

The Axon-Hillock circuit is very compact and allows for
implementations of dense arrays of silicon neurons

BUT
it has a major drawback: power consumption
During the time when an inverter switches, a large amount
of current flows from Vdd to Gnd .
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Conductance-based models
Integrate and Fire vs Hodgkin-Huxley

Traditionally there have been two main classes of neuron models:

Integrate and fire (I-C) Conductance-based (R-C)
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Conductance-based models
Integrate and Fire vs Hodgkin-Huxley

But recently proposed models bridge the gap between the two:

Generalized Integrate and Fire models can account for a very large set of
behaviors captured by far more complicated Hodgkin-Huxley models.

d
dt

umem =
iin

Cmem
+ F(umem)

where F(umem) is a non-linear function of umem(t).
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An ultra low-power generalized I&F circuit
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(G. Indiveri, P. Livi, ISCAS 2009)
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DPI neuron sub-threshold equations
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τ
d
dt

Imem + Imem ≈
Ig Iin
Iτ

+ α (Imem)β

α ,
1
Iτ

I
1

κ+1
0 , β ,

2κ + 1
κ + 1
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SPICE simulations
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Experimental results
Single spike
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Experimental results
Population activity
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Spiking multi-neuron architectures

Networks of I&F neurons with adaptation,
refractory period, etc.

Synpases with realistic temporal dynamics

Winner-Take-All architectures

Spike-based plasticity mechanisms
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Spikes and Address-Event Systems
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A spike-based learning chip

A minimum-size chip implementing a
reconfigurable AER neural network.
Neurons and synapses have realistic
temporal dynamics. Local circuits at
each synapse implement the bi-stable
spike-based plasticity mechanism.
Indiveri, Fusi, 2007

Technology: AMS 0.35µm
Size: 3.9mm×2.5mm
Neurons: 128
AER plastic synapses: 28×128
AER non-plastic synapses 4×128
Dendritic tree multiplexer: 32×128 | . . . | 1×4096
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Distributed multi-layer networks
Analog processing, asynchronous digital communication

The basic problem with these models is, of course, generalization:
a look-up table cannot deal with new events, such as viewing a face
from the side rather than the front, and it cannot learn in the predic-
tive sense described earlier. One of the simplest and most powerful
types of algorithm developed within learning theory corresponds to
networks that combine the activities of ‘units’, each broadly tuned to
one of the examples (Box 1). Theory (see references in Box 1) shows
that a combination of broadly tuned neurons — those that respond
to a variety of stimuli, although at sub-maximal firing rates — might
generalize well by interpolating among the examples.

In visual cortex, neurons with a bell-shaped tuning are common.
Circuits in infratemporal cortex and prefrontal cortex, which com-
bine activities of neurons in infratemporal cortex tuned to different
objects (and object parts) with weights learned from experience, may
underlie several recognition tasks, including identification and
categorization. Computer models have shown the plausibility of this
scheme for visual recognition and its quantitative consistency with
many data from physiology and psychophysics2–5 .

Figure 2 sketches one such quantitative model, and summarizes a
set of basic facts about cortical mechanisms of recognition established
over the last decade by several physiological studies of cortex6–8. Object
recognition in cortex is thought to be mediated by the ventral visual
pathway running from primary visual cortex, V1, over extrastriate
visual areas V2 and V4 to the inferotemporal cortex. Starting from
simple cells in V1, with small receptive fields that respond preferably to
oriented bars, neurons along the ventral stream show an increase in
receptive field size as well as in the complexity of their preferred stimuli.
At the top of the ventral stream, in the anterior inferotemporal cortex,
neurons respond optimally to complex stimuli such as faces and other
objects. The tuning of the neurons in anterior inferotemporal cortex
probably depends on visual experience9–19. In addition, some neurons
show specificity for a certain object view or lighting condition13,18,20–22.
For example, Logothetis et al.13 trained monkeys to perform an object
recognition task with isolated views of novel three-dimensional objects
(‘paperclips’; Fig. 1). When recording from the animals' inferotemporal
cortex, they found that the great majority of neurons selectively tuned
to the training objects were view-tuned (see Fig. 1) to one of the training
objects. About one tenth of the tuned neurons were view-invariant,
consistent with an earlier computational hypothesis23.

In summary, the accumulated evidence points to a visual recog-
nition system in which: (1) the tuning of infratemporal cortex cells is
obtained through a hierarchy of cortical stages that successively
combines responses from neurons tuned to simpler features; and (2)
the basic ability to generalize depends on the combination of cells
tuned by visual experience. Notice that in the model of Fig. 2, the
tuning of the units depends on learning, probably unsupervised (for
which several models have been suggested24; see also review in this
issue by Abbott and Regehr, page 796), since it depends only on
passive experience of the visual inputs. However, the weights of the
combination (see Fig. 3) depend on learning the task and require at
least some feedback (see Box 2). 

Thus, generalization in the brain can emerge from the linear com-
bination of neurons tuned to an optimal stimulus — effectively
defined by multiple dimensions25,23,26. This is a powerful extension of
the older computation-through-memory models of vision and
motor control. The question now is whether the available evidence
supports the existence of a similar architecture underlying general-
ization in domains other than vision. 

insight review articles

Figure 1 Tuned units in inferotemporal cortex. A monkey was trained to recognize
a three-dimensional ‘paperclip’ from all viewpoints (pictured at top). The graph
shows tuning to the multiple parameters characterizing each view summarized in
terms of spike rate versus rotation angle of three neurons in anterior inferotemporal
cortex that are view-tuned for the specific paperclip. (The unit corresponding to the
green tuning curve has two peaks — to a view of the object and its mirror view.) A
combination of such view-tuned neurons (Fig. 2) can provide view-invariant, object
specific tuning as found in a small fraction of the recorded neurons. Adapted from
Logothetis et al.13.
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Figure 2 A model of visual learning. The model summarizes in quantitative terms
other models and many data about visual recognition in the ventral stream pathway
in cortex. The correspondence between the layers in the model and visual areas is
an oversimplification. Circles represent neurons and arrows represent connections
between them; the dots signify other neurons of the same type. Stages of neurons
with bell-shaped tuning (with black arrow inputs), that provide example-based
learning and generalization, are interleaved with stages that perform a max-like
operation3 (denoted by red dashed arrows), which provides invariance to position
and scale. An experimental example of the tuning postulated for the cells in the
layer labelled inferotemporal in the model is shown in Fig. 1. The model accounts
well for the quantitative data measured in view-tuned inferotemporal cortex cells10

(J. Pauls, personal communication) and for other experiments55. Superposition of
gaussian-like units provides generalization to three-dimensional rotations and
together with the soft-max stages some invariance to scale and position. IT,
infratemporal cortex, AIT, anterior IT; PIT, posterior IT; PFC, prefrontal cortex.
Adapted from M. Riesenhuber, personal communication. 
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Summary
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Thank you for your attention
Additional information available at:

http://ncs.ethz.ch/
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