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Abstract—Navigating productivity in the digital
workplace is increasingly challenging due to perva-
sive distractions. Traditional tools for enhancing focus
fall short, offering only surface-level solutions like app
blockers or time trackers. The MindFlow Focus Tracker
introduces a novel approach by leveraging EEG and vi-
sual data for a comprehensive analysis of the user’s
focus state and surrounding distractions. It employs
machine learning algorithms to identify and categorize
distractions with a precision rate exceeding 70% in F-
score and a 90% recall rate. Designed for the modern
work environment, the app provides real-time feedback
within 3 seconds and achieves a 90% user satisfaction
rate.

Index Terms—Focus State, Distraction, EEG, Con-
volutional Neural Network, Object Detection, Facial
and Hand Landmarking

1 INTRODUCTION

In today’s digital era, where social media and instant
connectivity are at the forefront, maintaining sustained fo-
cus has become a formidable challenge for many. Addition-
ally, there exist distractions beyond just the digital realm,
including ambient noises, impromptu discussions, constant
emails and work-related communications, and even physical
discomforts. Recognizing the need to combat these perva-
sive distractions is crucial in fostering a more productive
work environment.

Current productivity technologies depend heavily on
the user’s ability to self-regulate and follow through with
the app’s recommendations or features. While some tools
[4] [5] can track app usage or screen time, they often do not
delve deep enough into analyzing the patterns of distraction
or the root causes behind them. Additionally, a significant
number of focus-enhancing technologies offer generic solu-
tions that do not account for the individual differences in
work habits, environments, and the nature of distractions
faced by users.

The MindFlow Focus Tracker enables users to measure
their focus and associated distractions during work sessions
to help them identify actionable steps to improve produc-
tivity. It stands out from other productivity tools by of-
fering a dual-purpose solution: it not only quantifies focus
levels in real-time but also identifies and categorizes po-
tential distractions that may impede one’s workflow. This
approach allows users to gain a comprehensive understand-
ing of their work habits, providing valuable insights into the
factors that disrupt their focus. This app utilizes an EEG
headset and a web camera, coupled with machine learning

algorithms, to accurately detect focus levels and identify
distractions in real time. This integration transforms the
user experience, offering interactive graphs and user inter-
faces that visually represent their focus patterns, enabling
users to pinpoint specific distractions and develop targeted
strategies to mitigate them.

With its emphasis on accessibility and user-friendliness,
the MindFlow Focus Tracker aims to change the way in-
dividuals approach their work sessions. By providing real-
time feedback and actionable insights, the app is a valuable
resource for anyone looking to enhance their focus, improve
their productivity, and achieve a healthier work-life balance
in today’s fast-paced digital world.

2 USE-CASE REQUIREMENTS

The primary objective of the MindFlow Focus Tracker
was to develop a web application aimed at assisting users
in monitoring and enhancing their focus and productivity
during work sessions.

By measuring Focus, Flow, environmental distractions,
and distracted behaviors, and then informing the user, we
help them understand how their focus varies over time and
what is holding them back. This empowers users to take
actionable steps to improve their focus. From a social and
well-being perspective, the MindFlow Focus Tracker ad-
dresses concerns relating to distractions and lack of focus
in work environments. The information we provide to the
user can empower them to improve how they feel about
their work and improve their mental well-being and pro-
ductivity in work environments. Also, by helping individ-
uals improve their focus and productivity, the MindFlow
Focus Tracker can contribute to overall efficiency in the
workplace, which can have a positive global economic im-
pact.

Overall, the MindFlow Focus Tracker must feature ac-
curate, real-time monitoring of Focus, Flow, and distrac-
tions. It must also provide a usable interface that allows
for real-time monitoring of work sessions as well as the his-
tory and analysis of previous work sessions. It will provide
the user with their Focus State (focused vs. not focused),
Flow State (flow vs. not in flow), and will detect: (a) yawn-
ing, (b) microsleeps, (c) off-screen gazing, (d) interruptions
from others, and (e) phone pick-ups. To provide accurate
behavior and distraction detection, we require an F-score
of at least 70% and a recall of at least 90%. A higher recall
is required because the cost of false negatives is higher–it is
more costly to miss the detection of a behavior or distrac-
tion. To ensure real-time monitoring, we require a latency
of at least less than 3 seconds between data capture and
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data analysis (Focus State generation and distraction de-
tection). We also require that at least 90% of users find the
user experience to be seamless and easy to use.

3 ARCHITECTURE AND/OR
PRINCIPLE OF OPERATION

The MindFlow Focus Tracker is built using Python.
For camera-based detection, we read camera data using
OpenCV and pass images to existing libraries, such as
YOLOv8 and MediaPipe, for object detection, facial de-
tection, and face and hand landmark detection. After the
initial processing of the images, data is passed to the dis-
traction and behavior detection algorithms we developed.
This includes phone pick-ups, microsleeps, yawning, gaze,
and human disruption detection.

For the EEG-based brain state analysis, we read the
power values from each of the frequency bands from the
sensors closed to the frontal, AF3 and AF4, and parietal,
Pz, lobes because those are the brain regions most rele-
vant to focus and flow states. Based on the reported EEG
quality, we filter out noisy readings to avoid making a low
quality determination of Focus State. If the EEG quality
is high, we pass the power readings for each of the fre-
quency bands and the AF3, AF4, and Pz sensors through
the learned model and report the Focus and Flow States
returned as output from the model.

Django operates as the backend framework orchestrat-
ing data flow and application logic. It interacts with the
PostgreSQL database to manage and store data, including
user profiles, session metrics, and real-time analysis results
from the EEG and camera inputs. Django also processes
the raw data from these devices, filtering and organizing
it into a structured format that can be used for further
analysis or immediate feedback. The Django REST frame-
work is leveraged to create API endpoints, which allow for
the data transfer between the server and the client-side ap-
plication. React operates as the frontend and it fetches
data from the Django backend through API calls. React
handles live updates, such as changes in focus levels or no-
tifications of detected distractions, and display the analy-
sis of focus-related metrics through interactive dashboards.

Figure 1: Overall System

Figure 7 presents the block diagram describing this ar-
chitecture.

To use the MindFlow Focus Tracker, the user will be-
gin by opening the app to the Home page. They will click
the New Session button to initiate a new session. This will
take them to a Calibration page, where the user will receive
instructions on how to properly secure the Emotiv headset
to their head and ensure accurate EEG readings. Camera
calibration will begin, ensuring the camera’s field of view is
wide enough to detect the user picking up their phone and
the face.

The calibration stage will also ask the user to close their
eyes and yawn to determine the detection thresholds for
the individual user. Once calibration is complete, the work
session will start and the user can monitor their work ses-
sion in real-time on the Current Session page. The user
will see their video feed and real-time updates as distrac-
tions and behaviors are detected. There will also be a
graph showing the user’s Focus State over time and the
detected distractions and behaviors. When the session is
complete, the user will press the stop button, which will
bring them to the Session Summary page. It will display
the amount of time focused vs. distracted, a graph of Focus
State over time, and any top distractions and behaviors de-
tected. Lastly, the user can view the Session History page,
which summarizes the user’s previous work sessions. This
page informs the user of their progress over work sessions.

Figure 2: Calibration Page

Figure 3: Current Session Page
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Figure 4: Session Summary Page

Figure 5: Session History Page

4 DESIGN REQUIREMENTS

The design requirements of the MindFlow Focus
Tracker, including both camera-based detection and EEG-
based brain state analysis, align with the user requirements
for accurate, real-time monitoring of Focus States, Flow
States, and distractions, complemented by a user-friendly
interface to bring it all together.

Utilizing the TedGem 1080p camera with a processing
rate of at least 10 fps ensures high-quality real-time mon-
itoring of physical indicators of distraction or loss of fo-
cus, such as yawning, microsleeps, off-screen gazing, inter-
ruptions from others, and phone pick-ups. This capability
aligns with the user requirement for real-time detection of
distracted behaviors, aiming for an F-score of at least 70%
and a recall of at least 90% to minimize the risk and impact
of false negatives. This ensures that nearly all instances of
distraction are accurately identified, aligning with the use
case requirement for accurate behavior and distraction de-
tection.

With a mean absolute error threshold of ≤5º for the
yaw in head pose estimation, the app can precisely assess
where the user is looking and whether the user’s attention
is directed toward their work, providing an additional layer
of Focus State analysis. The app will require a facial recog-
nition accuracy of ≥95% and maintain a false positive rate
of ≤5%, adeptly distinguishing between the user and oth-
ers, thereby identifying interruptions from others. We will
use the YOLOv8 model for phone object detection, requir-

ing an average precision of ≥85%, ensuring highly accurate
detection of phone pick-ups, a key indicator of distraction.

By integrating EEG power data captured at 5 samples
per second per channel and frequency band, the app will
provide a direct measurement of the user’s Focus State (fo-
cused, distracted, or neutral). This sampling rate combined
with filtering out noisy data where the reported EEG qual-
ity is too low to glean any signal will allow us to train
a model to detect Focus State using Professor Jocelyn
Dueck’s labels as our ground truth.

Professor Dueck is an expert in identifying Focus States
in her piano students and is working closely with us to gen-
erate high-quality training data. In terms of integration
and user experience, the application is designed to present
both real-time data and historical analysis of work sessions
through a clear and intuitive interface. This ensures that
users can easily engage with the app to monitor their cur-
rent Focus State and review their focus and productivity
trends over time.

By combining the insights from camera-based behavior
detection and EEG-based focus tracking, the app can accu-
rately determine the user’s Focus State. The Focus State,
is designed to closely match users’ personal assessments,
meeting the requirement that at least 90% of users find
these metrics accurate. This level of accuracy is achieved
through the high F-score and recall targets set for distrac-
tion detection and Focus State analysis.

The real-time monitoring system is optimized for low la-
tency, with a requirement for less than 3 seconds between
data capture and analysis, ensuring that users receive im-
mediate feedback without noticeable delays. The user in-
terface is crafted to be intuitive and accessible, enabling
users to navigate the app effortlessly and making the tech-
nology accessible to a broad audience. This aligns with the
requirement that at least 90% of users find the app seamless
and easy to use.

5 DESIGN TRADE STUDIES

5.1 Camera-Based Distraction and Behav-
ior Detection

One option that was considered for the camera-based
detection system was a series of image binary classifiers.
For example, for yawning detection the mouth would be
extracted from the image and classified as open or closed.
The same process would be used to classify eyes as open or
closed for microsleep detection.

After further investigation, we proposed another solu-
tion of using an existing library to extract the position
of face landmarks to determine if the eyes or mouth are
opened. This would decrease the engineering cost and re-
move the need to collect large amounts of data to train
the image classifiers. We would then be able to focus more
effort on detecting a larger number of distractions and be-
havior types. We could have similarly applied image clas-
sification to determine if the user is looking away from the
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screen, but instead opted for using a combination of face
landmarks to solve the Perspective-n-Point problem, pro-
viding us with the exact roll, pitch, and yaw of the head
positioning. This provides finer granularity and an actual
measure of the user’s head angle, rather than a positive or
negative marker for off-screen gazing.

Two libraries were considered for detecting face, hand,
and body landmarks: MediaPipe and Dlib. We opted for
MediaPipe due to several advantages that MediaPipe has
over Dlib.

Firstly, MediaPipe has higher accuracy and speed than
Dlib when applied to determine eye state using face land-
mark detectors [8]. Notably, MediaPipe performed at 120
fps while Dlib performed at only 60 fps. MediaPipe also
provides a much higher resolution for its facial landmarks,
estimating 468 3D facial landmarks vs Dlib’s mere 68 2D
facial landmarks. This provides much more flexibility when
working with facial landmarks. MeidaPipe also offers built-
in, publicly available models not only for facial landmark
detection but also for hand and body pose landmark de-
tectors. Furthermore, MediaPipe’s documentation is much
more thorough than Dlib’s documentation and provides ex-
tensive code examples for each of the provided detectors
(face landmark, hand pose landmark, and body pose land-
mark detectors).

Overall, these factors contribute to MediaPipe being the
preferred choice for detecting face, hand, and body land-
marks in the camera-based distraction and behavior detec-
tion system.

5.2 EEG-Based Focus State Detection

We selected the Emotiv Insight EEG headset because
of its balance of high quality readings and cost effective-
ness. The Insight headset has 5 sensors which places it
right in the middle of other EEG headset options which
have anywhere from 1-32 sensors to measure EEG signals
from different regions of the brain.

For our purposes, 5 sensors are plenty and because the
Emotiv Insight was already in the ECE Inventory, we de-
cided to move forward with this headset. Before deciding
to measure the raw power values from each of the frequency
bands from the AF3, AF4, and Pz sensors on the headset,
we were considering using the Emotiv Performance Metrics
to either train a model or compute some sort of correlation
metrics.

The Emotiv Performance Metrics output numerical val-
ues for brain states such as attention, interest, boredom,
cognitive stress, and others which we thought could pro-
vide interesting insights for detecting focus. For example,
as cognitive stress rises, does focus increase or decrease?
While this seemed like an interesting approach, we were
concerned regarding the fidelity of the readings for these
performance metrics because they would cut in and out
with EEG quality fluctuating. We also found that the per-
formance metrics are only reported every 10 seconds which
is too infrequent for the level of granularity we want to dis-
play to the user. We realized that the raw power values are

reported 5 times a second which would yield significantly
more data and would enable us to pick up on the level of
granular shifts in focus that Professor Dueck notices in her
students and we hope to identify for our users.

We also spent some time playing with the data we col-
lected in initial phases of data collection to determine how
to deal with readings with low EEG quality. We were ini-
tially concerned that if we filtered out all the data where
the overall EEG quality was less than 100, we would not
have enough data to train our model. However, after do-
ing some simple analyses of the data and looking over how
many samples actually had EEG quality of 100, we real-
ized that instead of looking at the overall EEG quality, we
could just look at the EEG quality of the AF3, AF4, and
Pz sensors since those would provide the signals relevant
to focus detection. With this in mind, we found that those
sensors did in fact have a full score for EEG quality for a
significant amount of samples, so we decided to filter out
any reading with an EEG quality less than 100 for AF3,
AF4, or Pz.

In terms of the neural network design, we decided to
use PyTorch for its simplicity and the fact that we have
worked with it before. We considered other options such
as Keras and Scikit which are also easy to use, but we had
more familiarity with PyTorch.

In terms of the actual brain state analysis algorithm,
we explored basic thresholding approaches, investigated an
SVM approach, and finally honed in on the neural network.
Initially, we explored the average power values for each of
our 15 input features during Focused vs Distracted states
to see if there was any distinct differences. While the ini-
tial results looked promising since the average values were
significantly different, upon inspection of the standard de-
viation we realized that the mean and standard deviations
were comparable. Therefore, we deemed this approach in-
feasible. Then, we decided to explore if there was any sort
of visual relationships in the data such that we could train a
linear SVM classifier. However, upon visualizing the power
value data for Focused and Distracted states, we found that
many of the points overlapped and did not show distinct
linear divisions. As such, we decided to move forward with
the neural network approach with a ReLU activation func-
tion to pick up on non-linear relationships in the data.

6 SYSTEM IMPLEMENTATION

6.1 Camera-Based Distraction and Behav-
ior Detection

Camera-based distraction and behavior detection will
detect (a) yawning, (b) microsleeps, (c) off-screen gaz-
ing, (d) interruptions from others, and (e) phone pick-ups.
These algorithms for detection are implemented in Python
and begin with reading images from a 1080p external web
camera via OpenCV.

For (a) yawning and (b) microsleep detection, the im-
ages are passed into MediaPipe’s facial landmark detector
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[7]. The mouth aspect ratio and eye aspect ratio describe
how open the eyes and mouth are [9]. Using eight dis-
tinct points on the mouth (MediaPipe landmarks 61, 39,
0, 269, 291, 405, 17, 181) and six distinct points on the
eyes (MediaPipe landmarks 33, 160, 158, 133, 153, 144),
we can calculate the mouth aspect ratio and eye aspect ra-
tio. For the yawning and microsleep detection to work on
all users with different eye and mouth shapes, the program
starts with calibration. It first measures the ratios on a
neutral face and then measures the ratios when the user is
yawning and when the user’s eyes are closed. This is used
to determine the corresponding thresholds. The ratios are
normalized by calculating a Z-score for each measurement
when the program is running detection.

Head pose estimation [6] is used to detect (c) off-screen
gazing. The Perspective-n-Point pose computation prob-
lem is solved to calculate the rotation of the head in space.
The goal is to find the rotation and translation that min-
imize the reprojection error from 3D-2D point correspon-
dences. Five points on the face are used for this correspon-
dence: two points on the outside of the eyes, one point
on the nose, two points on the outside of the mouth, and
one on the chin (MediaPipe landmarks 1, 9, 57, 130, 287,
359). The 3D coordinates of a face looking forward with-
out any rotation are known, and the 2D coordinates are
obtained through MediaPipe’s facial landmark detector.
Using helper functions from OpenCV and linear algebra
principles, the rotation matrix is converted to Euler an-
gles, providing the roll, pitch, and yaw of the head. The
yaw describes how far the user is gazing to the left and
right, and the pitch describes how far the user is gazing
up and down. Detecting (d) interruptions from others in-
volves detecting other faces in the frame. This will require
distinguishing between the user and any other people that
are detected in the frame. The Face Recognition library [3]
is used for this task.

Detecting (e) phone pick-ups involves a combination
of object detection and hand landmark detection. The
YOLOv8 object detector [11] is trained on a custom dataset
of phones. We collected images of various phones of differ-
ent colors and Androids and iPhones. The object detection
is combined with MediaPipe’s hand landmark detector [7],
which provides information about the position of the hand
in frame, to determine when the phone has been picked up
and is being used.

6.2 Brain State Analysis

To train the Focus State classifier, we collected 40 min-
utes worth of focused EEG data and 40 minutes of dis-
tracted data on Arnav, Karen, and Rohan. We took record-
ings in 20 minute sessions and marked full sessions as either
focused or distracted. This is not an ideal way to provide
ground truth to the model for focus states because we likely
fluctuated in and out of focus states during the course of
the session rather than being strictly focused or distracted
the whole time. Unfortunately, collecting focus data with
higher granularity is an exceptionally difficult task because

for someone to analyze their own focus prevents them from
focusing on the task on hand and it is tricky to assess fo-
cus from an outsider perspective looking in. Once we col-
lected the data, we trained a 4-layer neural network with
128 neurons in the hidden layers, 15 inputs, and 2 outputs
corresponding to Focused and Distracted.

For the Flow State classifier, we implemented a system
for Professor Dueck which allows us to collect power data
from each of the frequency bands while one of her students
wears the headset and Professor Dueck labels her student
as in flow, not in flow, or neutral with sub-second granular-
ity. Professor Dueck coaches her students in collaborative
piano and has spent a significant amount of time trying
to understand flow states in music, which she describes as
analogous to a flow state in sports and work settings.

Flow states are characterized by an alteration of one’s
perception of time, a task that is both enjoyable yet chal-
lenging, and a task that is second nature. Given her many
years of experience seeking out this elusive state, she has
developed a knack for identifying when her students are in
flow, not in flow, or neutral with impressive speed and ac-
curacy which makes her an invaluable asset to this project
for determining ground truth [2]. Unfortunately, while the
contact quality reported by the headset tends to stabilize
at 100 (highest possible score), the EEG quality is a bit
finicky and even once it reaches 100, it will randomly drop
down to 0 and then jump back up.

In order to avoid training our model on low quality data
when the EEG quality has dropped significantly, we filter
out noisy readings before training the model. Furthermore,
the AF3 and AF4 sensors are located on the user’s forehead
and the Pz sensor is at the top of the head which means the
data from these sensors will correspond closely to the activ-
ity of the frontal and parietal lobes respectively. These two
brain regions are most closely related to focus, so we will
be specifically looking at the readings from these sensors
[1].

The EmotivPRO software takes the raw time-series
EEG data and translates it into the frequency domain, out-
putting power values for 5 frequency bands from each of
the 5 sensors on the headset. The frequency bands delta
(1–3 Hz), theta (4–7 Hz), alpha (8–12 Hz), beta (13–30
Hz) correspond to sleep, deep relaxation/inward focus, re-
laxation/passive attention, and active/external attention
respectively [10]. We will filter out readings with low EEG
quality at the AF3, AF4, and Pz sensors and then pass in
a vector including each of the five frequency bands from
each sensor into the model as input. We trained a custom
4-layer neural network to learn non-linear features which
was impossible using a thresholding or SVM approach.

Once the Focus and Flow models were trained, we use
the Emotiv Cortex API to subscribe to live data which is
passed through the inference models and the output is for-
warded to the user. Similar to our filtration of low quality
readings during training, we filter out low quality readings
during inference so as not to make low confidence predic-
tions based on noise. We make predictions of Flow and



18-500 Final Report - 4 May 2024 Page 6

Focus every 5 seconds to not overwhelm the user with an
overload of information.

7 TEST, VERIFICATION, &
VALIDATION

7.1 Camera-Detection Tests

Camera-Detection tests consist of accurately processing
high-quality images, detecting specific user behaviors, and
identifying objects with precision.

To validate the app’s ability to process video at 10
frames per second (fps) with a 1080p resolution, we conduct
tests that measure the average time taken between consec-
utive frame processing. This involves capturing the video,
processing the video through the app, and calculating the
average processing time per frame.

For testing the following behaviors: Yawning, Mi-
crosleeps, Off-Screen Gazing, Interruptions from others,
Restlessness, and Phone Pick-Ups, a combination of cus-
tom and publicly available datasets, such as the Head Pose
Image Database for head pose estimation and the MUID-
IITR dataset for phone object detection, are used. Each
dataset is split into training and testing subsets to train
the model and then evaluate its performance. The goal
was to achieve an F1 score of at least 0.7 and a recall of
at least 0.9 for the detection of these behaviors, reflecting
the higher cost of false negatives. Specifically, the system’s
ability to detect interruptions from others will be tested
using frames that include and exclude other individuals,
aiming for ≥ 95% accuracy in facial recognition and a ≤
5% false positive rate.

The YOLOv8 algorithm for phone object detection was
tested using the MUID-IITR dataset, focusing on its abil-
ity to detect phone usage within the frame. The testing
aimed for an average precision of ≥ 85%, ensuring the app
can accurately identify instances of phone pick-ups in real-
time.

We achieved our goal metrics for F1 score and recall
for all of the distractions we set out to detect as seen in
Table 1.

7.2 Brain State Analysis Tests

We evaluated our Focus state classifier using two differ-
ent test sets. The first test set was from the same record-
ings as used in training, but the data itself was not included
during training. For this test set, we saw a Recall of 0.92
and F1 Score of 0.92. The second test set was from a new
recording which was also in the work setting but the record-
ing was in no way included in training. For this test set,
we saw a Recall of 0.64 and F1 Score of 0.69.

For the Flow state classifier, we also evaluated using
two different test sets. The first test set was from the same
recordings as used in training, but the data itself was not
included during training. For this test set, we saw a Recall
of 0.96 and F1 Score of 0.96. The second test set was from

a new recording which was also in the music setting but
the recording was in no way included in training. For this
test set, we saw a Recall of 0.56 and F1 Score of 0.60.

We see reduced performance in new test sets which in-
dicates that the model is overfitting to some degree and
struggling to generalize to new data. However, despite see-
ing a drop in performance in unseen test sets, we observe
that the model is still performing better than a random-
chance classifier and also that based on SHAP values which
are an explainable AI tool, the features contributing most
heavily to our focus and flow models closely align with pre-
vious research which indicates that our models are in fact
learning reasonable relationships in the data and not just
overfitting to the training set.

7.3 Integration Tests

The integration tests help evaluate the performance and
reliability of various components used together in the Mind-
Flow Focus Tracker, specifically the EEG headset and web
camera.

To accurately measure and compare the latency across
different stages of the MindFlow Focus Tracker, from data
acquisition through EEG and camera to processing and
display, we will break down the overall latency into dis-
crete, measurable segments. We test the model evaluation
time for both the Focus State and Flow State neural net-
work models individually and measure the processing time
for each video frame for the camera-based detections. We
found that the Focus State and Flow State models operated
on the order of microseconds at 4 and 7 microseconds as
the average model processing time for a single input vector.
For the camera-based distraction detection, we found that
it took on average 0.1 seconds to process each video frame.
These processing latencies make our product significantly
faster than our initial requirements had set out to achieve.

7.4 User and Frontend Tests

Users tested the overall application by participating in
multiple work sessions (each lasting 5-10 minutes long),
during which various controlled distractions were intro-
duced. After each session, users rated on a scale of 0-10
how accurately they feel the app tracked their focus and
identified distractions, and how user-friendly and informa-
tive the user interface was. The objective was to achieve
a 90% satisfaction rate over a series of 10 test sessions,
conducted with a minimum of two distinct participants.

The calibration process is crucial for ensuring accurate
data collection and analysis. We assess the simplicity and
intuitiveness of the calibration steps, aiming for users to
complete the process without confusion or significant de-
lays. A successful calibration test requires that at least
90% of users can independently calibrate both the camera
and EEG headset within a given timeframe, with minimal
instructions.

The graphs are a central feature for visualizing focus
and productivity trends over time. This test assesses the
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Table 1: Distraction Detection Metrics

Metric Yawning Sleeping Off-Screen Gaze Phone Pick-Up Other People User Away
Recall 0.96 0.98 0.92 0.90 0.92 1.00
F-Score 0.94 0.97 0.96 0.95 0.96 0.84

graphs for clarity, accuracy, and user engagement. Effec-
tive graphs should allow users to easily understand their
focus patterns and identify areas for improvement. We aim
for at least 90% of users to rate the graphs as helpful and
engaging, with specific attention to the ability to interact
with the data for deeper analysis.

Lastly, we will evaluate the comprehensiveness and rel-
evance of the information provided to the user, including
the Focus State, Flow State, and detected distractions. The
test will determine if users find the information actionable
and if it aligns with their personal assessment of their pro-
ductivity. Success in this area requires that at least 90%
of users feel the information enhances their understanding
of their work habits and aids in improving their focus and
productivity.

We conducted one survey to conduct all of these tests
and had 10 different users use our product and asked them
if they felt that our product met the tests outlined above.
We found that 9 out of the 10 users we surveyed did in fact
find our application to meet these requirements.

8 PROJECT MANAGEMENT

8.1 Schedule

Our schedule is shown in Figure 8. In terms of camera-
based distraction detection, we have implemented yawning
and microsleep detection, head pose estimation, and are in
progress on phone pick-up detection. For the EEG-based
focused measurements, we have begun data collection with
the pianists in Prof. Dueck’s classes and have set up a
platform to monitor Prof. Dueck’s labels regarding her stu-
dents’ focus states. Finally, we have formulated some UI
mockups and have begun integrating the outputs from the
camera and EEG headsets so that they can be processed
together and presented to the end-user.

8.2 Team Member Responsibilities

For the Focus Tracker App, the project components are
structured into three For the MindFlow Focus Tracker, the
project components are structured into three categories:
Frontend/ Backend Integration, Camera-based Detection,
and EEG Headset-based Signal Processing. Each team
member’s responsibilities are tailored to leverage their skills
effectively within these categories.

Arnav worked on the frontend and backend develop-
ment, ensuring seamless integration between the user inter-
face and the server-side logic. Arnav also helped develop
the EEG data labeling platform for Professor Dueck.

Karen’s role is centered around the visual components
of the app, specifically the detection of distracted behav-
iors and environmental distractions using camera inputs.
Karen helped identify and categorize various distractions,
from physical movements such as eye gazing away from
the screen to external environmental factors. Karen also
worked with Arnav on designing the UI and implementing
the frontend.

Rohan’s role was centered around the EEG-based brain
state analysis of the app. Rohan worked on processing
EEG input signals to accurately detect the user’s focus and
flow states. This involved collecting ground truth data and
training two neural network models with non-linear activa-
tion functions to filter and analyze EEG data.

8.3 Bill of Materials and Budget

Please refer to Table 2 for our BOM.

8.4 Risk Management

Our primary risk element was the EEG-based brain
state analysis. Throughout the semester we had concerns
regarding its feasibility and planned heavily to mitigate this
risk by outlining alternative detection mechanisms via mi-
crophone and additional functionality by means of an LLM.
Our approach to managing this risk was to try to come at
the problem full force and do everything in our power to get
the brain state analysis working with the EEG headset by
leveraging knowledge from different experts including Pro-
fessor Pulkit Grover, who is an ECE professor at CMU with
extensive background in neuroscience. While our primary
goal was to get the EEG-based brain state analysis to work,
we comprehensively planned and outlined risk mitigation
strategies to implement the microphone and LLM features
as a worst case scenario. Luckily, we were able to get the
brain state analysis to a point where it was accurate enough
to be used in our final demo and produce reasonable results.
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Table 2: Bill of materials

Description Part # Manufacturer Source Cost @ Total
Web Camera F22071 TedGem ECE Inventory $0 $0
EEG Headset F21066 Emotiv ECE Inventory $0 $0
EmotivPRO Student License F18500 Emotiv EmotivPRO Website $29/month $116

$116.00

Figure 6: Risk Mitigation

9 ETHICAL ISSUES

The MindFlow Focus Tracker poses ethical concerns
surrounding the promotion of a healthy work-life balance
versus an overworking culture. A key issue is the potential
for users to misuse the app, leading to consequences for
their well-being. This misuse could stem from an unhealthy
obsession with productivity, wherein individuals prioritize
work metrics over their physical and mental health. Such
behavior not only undermines the app’s intended purpose
of fostering mindfulness and balance but also challenges
the ethical concept of autonomy by limiting users’ ability
to make independent, healthy choices regarding their work
habits.

One possible edge case involves users who already strug-
gle with perfectionism, as they may be more susceptible to
adopting harmful work behaviors produced by the app. Ad-
ditionally, individuals in high-pressure industries or com-
petitive work environments may face higher risks of over-
working and burnout due to the app’s influence. Adverse
effects could extend beyond the users themselves to impact
their relationships and overall well-being.

To mitigate potential adverse impacts, the app could
incorporate features to promote self-awareness and encour-
age users to set realistic goals aligned with their well-being.
This could involve providing prompts for taking breaks, set-
ting limits on work hours, and offering resources for stress
management and work-life balance. Furthermore, clear
guidelines and educational materials could accompany the
app’s release to help users understand healthy usage pat-

terns and recognize signs of overworking.

10 RELATED WORK

Enhancing focus through technological means has seen
various innovative approaches, particularly in leveraging
biometric data to gauge attention levels. Research in this
area includes the utilization of EEG technology to mon-
itor cognitive states. RescueTime and Freedom are two
well-known products that primarily focus on tracking digi-
tal usage and blocking distracting websites to improve user
productivity. Products like the Muse headband provide
users with feedback on their meditation and focus levels
through EEG technology. Similarly, the Brainwave Visual-
izer by NeuroSky offers a direct visualization of brain ac-
tivity, allowing users to observe changes in their attention
and meditation levels.

The MindFlow Focus Tracker distinguishes itself by
not only incorporating EEG-based monitoring of cognitive
states but also by integrating computer vision to detect
physical indicators of distraction, including eye movement
and facial expressions. Leveraging both EEG data and vi-
sual cues sets it apart from other products by providing a
more complete analysis of the user’s focus state.

11 SUMMARY

The MindFlow Focus Tracker aims to improve work-
place productivity by integrating EEG and visual data to
monitor users’ focus and flow in real-time. Utilizing an
EEG headset for brainwave analysis and a high-definition
camera for monitoring visual cues of distraction, the app
feeds data into a machine-learning model. This model,
powered by convolutional neural networks for object de-
tection and facial and hand landmarking, identifies and
categorizes distractions with high precision. The user will
be able to interact with the visual data through a display
interface hosted on a user-friendly platform.

Implementing this system presents several challenges,
including the accurate calibration of EEG and camera in-
puts to synchronize with the user’s actual state of focus
and distraction. Additionally, ensuring the system’s re-
sponsiveness, with a latency of less than 3 seconds for real-
time feedback, is crucial to meet the use-case and design
requirements. Meeting the target of a 90% user satisfaction
score will require an intuitive and informative user interface
design.
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The MindFlow Focus Tracker can make a substantial
impact on enhancing productivity and focus in the digi-
tal workplace. By offering personalized insights into work
habits and providing actionable steps for improvement, the
app addresses a critical need for solutions that go beyond
traditional focus-enhancing tools.

Overall, we learned a lot over the course of this
semester, and our interdisciplinary experience bringing to-
gether computer engineering, neuroscience, and music to
contribute towards a better understanding of focus and flow
states from a neuroscience perspective.

11.1 Future Work

Looking forward, we are curious to investigate how well
our Flow state classifier extends to other settings such as
sports, chess, and other hobbies rather than just the music
and work settings. It would also be interesting to see if we
can detect flow states without using intrusive hardware like
the EEG headset we used in this project, instead focusing
more on other kinds of biometrics like heart rate, oxygen
levels, etc.
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Figure 7: Block Diagram
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