=

CarnegieMellon Q) B

Fundamentals'of'S
Spring Semester, 2019

(18-491)

COMPUTING THE CONVOLUTION SUM

Introduction

In this handout we review some of the mechanics of convolution in discrete time. This note is primarily
concerned with providing examples and insight into how to solve problems involving convolution, with a
few standard examples. The text provides an extended discussion of the derivation of the convolution sum
and integral. These notes follow the discussion in the recitations on January 18.

Discrete-time convolution

In the lectures we showed that if an LSI system has an input x[#] and a unit sample response A[n] (recall
that by definition 4[n] is whatever the system outputs when the input is d[#] ), the system output will be

yinl = Y xlklhln—k] = Y x[n—kIh[A]

k= —o0 k=—o0

It is important to realize what the computation actually involves. In both summations, the independent
variable is k, not n. The function x[k] plotted as a function of k is, of course, identical to x[n] plotted as

a function of n except that the independent variable » is replaced by the independent variable k. The
function x[n — k] plotted as a function of %, on the other hand, is “flipped and shifted,” or in other words
time-reversed and translated along the & axis, with the part of the original function usedtobe at n = 0

now showing up along the k axis at £k = n. The figure below compares x[n], x[k] and x[n — k] plotted

as a function of n, k, and k, respectively, for the discrete-time function x[n] = (1/ 2)nu[n] :
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(On the final line x[n — k] is plotted for n = 3.)

Computation of the convolution sum — Example 1

Now let’s consider our first real example. Specifically, we will consider the functions

x[n] = u[n] and

h[n] = @"3u[n3]

This can be interpreted as an input that is a step function going into a simple lowpass filter with a delay of
3 samples. The lowpass filter will smooth the sharp edges of the input. As I mentioned in class, it is impor-
tant to understand the convolution operation on many levels. We use graphical representations of the func-
tions in the convolution sum (as demonstrated in class using MATLAB) to give us overall insight into the
form of the output and the limits of non-zero output points. We will first consider the expression from the

graphical standpoint and then solve analytically.

Graphical analysis. To obtain the result of the convolution we must first decide which function to flip and
shift. Normally we are more likely to flip and shift the simpler of the two functions being convolved. Here,
though, for purposes of illustration, we will flip and shift the more complicated function A[n], causing the

convolution sum to be written as

0

yln] = > x[k]h[n—k]

= -0
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The functions x[k] and #[n — k] are illustrated below for n = 1.
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Note that #[n — k] is developed by replacing the n in A[n] by n—k wherever it appears. Because the
n-3
original function, A[n] = (%) u[n—3],begins at n = 3, the function #[n — k] ends three samples to

the left of the sample & = n . Note also that the two functions x[k] and /[n — k] will have no nonzero
overlap at all unless n — 3 is greater than zero, or n > 3. For n > 3 the sum on & will be evaluated for
0<k<n-3.

Analytical computation. Computation of convolution sums involving exponentials (including step func-

tions and sine/cosine functions) frequently involve the use of the geometric series in its infinite or finite
form:

1 , which converges only for |a| < 1, and

]
S
I

l-a
n=20
. n l—aN
@ = g which is a finite sum and hence always converges
—-a
n=20

For the convolution sum we are considering right now we have for n > 3

0 n-3

n—k-3
yinl = Y sk = Y (3)

k=-w k=0

-3 2

k=0
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n-3 2—-n n-3
= () -
Hence, for all values of n we can write

y[n] = (2@)”3)14[713]

This function is illustrated below:
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Alternate solution. Now let’s suppose that we flip and shift x[#] instead of ~[n], which is what might
normally be done because the input function is simpler in form:

y[n] = Z x[n—k]h[k] where

k= —o0

x[n—k] = uln—k]

These functions are depicted below, again for n = 1.
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Because the function 4[ k] does not begin until £ = 3, the product of x[n — k] and k[k] will be nonzero

only for n > 3, as before. For values of n > 3, the output is computed as
n
1 k-3
il = ¥ (3)
k=3

Because our expressions for geometric series are defined only for an initial term at the index £ = 0, we
perform a change of variable. Let / = k—3; k = [+ 3. It is easy to see that when £ = 3,/ = 0 and

when &k = n, [l = n— 3. Hence, we can rewrite the sum as

] = Z": G)k_3 _ ni3(91+3_3 _ HZ_;G)H}_S
k=3 1=0 1=0

This evaluates to

S ) ) e

'3
1 n-3
or y[n] = (2 - (9 )u[n — 3], as before, of course.

These calculations were illustrated in the class demos from January 26, which are available on Piazza. Spe-
cifically, the calling scripts The calling scripts run4 .m and run5 .m flip and shift x[#] and /[n],

respectively (although the notation on the screens may be a little different).

Computation of the convolution sum — Example 2

Let’s consider the convolution of an arbitrary x[n] with a sample response that is simply the delta function
d[n].

0 o0

yinl = Y xlklhln—k] = Y x[kI8[n K]

k= —o0 k= —o0

The sum above will be zero for all values of k£ except for £ = n, so the result of the sum will be
y[n] = x[n]. In other words, x[n]*d[n] = x[n], or (in words), delta functions are the identity function

under the operation of convolution. Similarly, convolving an arbitrary function with a shifted delta func-
tion will produce the arbitrary function shifted by the same amount as the delta function is shifted.
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Computation of the convolution sum — Example 3
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Now consider the convolution of x[n] = cos(owyn)u[n] with h[n] = u[n].

To solve this we will make us of three techniques that were discussed in the recitation:

* Technique 1. Representing sines and cosines in complex exponential form:

0, —0

COS(O) = JL
2

9 -0

sin(0) = g*—?
2j

* Technique 2. Infinite and finite summation of exponentials:

L,f0r|a|<1
o

]
2
I

1—

n=20

. l—ocN

Zocn= , for all o
l-a

n=0

* Technque 3. Balancing equations with complex exponentials:

(1 7ejcon) _ ejmn/z(e—j(nn/2iejmn/2) _ —2jej°’"/2sin(oa/2)

(OK, we actually did not do this method in class before, but it is straightforward.)

Spring 2019

As discussed in the recitation, y[n] = 0 for n < 0 because there is no value of & in the convolution sum

for which both x[k] and h[n — k] are nonzero. For n > 0 we obtain using the convolution sum
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k=0 k=0 k=0

Applying Technique 2 (not worrying about convergence because the sum is finite), we obtain

Jog(nt1 *j(’)o(” +1
(l_e )) 1(1_6 ))

n
1« 9k 1 Jogk 1
= _ + = = _ + -
yln] 3 Z e 3 Z e 3 Tor 5 oy
k=0 k=0 (1 —e ) (1 —e )
Applying Technique 3, we obtain
. n+1 . n+1 . n+1 . n+1 . n+1 . n+1
f‘”O( 2 ) *JO’O(T) 1‘00( 2 ) *f‘”o(T) J“O(T) *f‘%( 2 )
e e —e e e —e
1 1
yinl = 3—— . _ +3 —— .
ij/Z( —jwy/2 Jooo/Z) 7030/2( Joy/2 7000/2)
e e —e e e —e
jogn/2 C (@p(n+1 —joon/2 og(n+1
e - 2jsm(— e 2jsin(—
_1 2 /.1 2
2 ® 2 ®
-2j sin(To) 2j sin(—zg)

Combining terms, we obtain

] (coo(n + 1))
sin| ———— .
——-———2———cos(—0—n) for 0 <n

n(3)
Sin —2—

y[n] =

Note that this result must be real, as the two functions in the convolution sum are real.
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