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Gourse Description

This course covers the design and implementation of computer systems from the perspective of the
hardware software interface. The purpose of this course is for students to understand the
relationship between the operating system, software, and computer architecture. Students that
complete the course will have learned operating system fundamentals, computer architecture
fundamentals, compilation to hardware abstractions, and how software actually executes from the
perspective of the hardware software/boundary. The course will focus especially on understanding
the relationships between software and hardware, and how those relationships influence the design
of a computer system's software and hardware. The course will convey these topics through a series
of practical, implementation-oriented lab assignments.

Credit: Brandon Lucia
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Have you used the cloud before?
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Web services are everywhere

amazon

0m




Are web services free?

.| can use Twitter (X?) for free!
#thebestthingsinlifearefree |
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Users use most services for free * * Fine print: Not really free

What do web services require?




Web service computation requirements

* How many computers do web services need?
 Computation requirement: Poll

* Facebook: Hundreds of thousands of servers

* Intel: Hundreds of thousands of servers in 97 data centers
* AMD and ARM are quickly catching up; why so?

* Google: >1M servers & is planning for 10M
* Why might Google need more servers than Facebook?

 What does this scale of operation mean for you as a
systems researcher?



ldea behind “scaling up” vs. “scaling out”

PC Server CIustér

* What if one computer is not enough?
o Buy a bigger (server-class) computer

 What if the biggest computer is not enough?

o Buy many computers




Clusters

Network

(connects nodes with
each other and

with other racks)

Rack Many

(often identical)
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Storage device(s)

e Characteristics of a cluster:

o Many similar machines, close interconnection (same room?)
o Often special, standardized hardware (racks, blades)

o Usually owned & used by a single organization
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Power & cooling for clusters

* Clusters need lots of power
o Example: 140 Watts per server
o 32 server rack: 4.5kW (needs special power supply!)
o Most power -> heat

 Large clusters need massive cooling

o0 4.5kW is ~3 space heaters
o And that’s just one rack!




More scaling up

PC Server CIuste

* Have you seen a cluster?

e Which is the oldest cluster?

 What if your cluster is too big (hot, power hungry) to fit into
your office building?
o Build a separate building for the cluster
o Building can have lots of cooling and power
o Result: Data center
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What does a data center look like?

Cooling
plant

Data centers
(size of a
football field)

Google campus in The Dalles, Oregon

* A warehouse-sized computer

o A single data center can easily contain 10K racks with 100
cores in each rack (1M cores total)
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Even more scaling up!

PC Server Cluster Data center Network of data centers

 What if even a data center is not big enough?
o Build additional data centers
o Where? How many?
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Data centers here, there, everywhere!

W 5

Yo

* Data centers are often globally distributed
o Example above: Google data center locations
* Why?
o Need to be close to users (physics!)

o Cheaper resources
o Protection against failures




Web services are everywhere
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Web services run across hundreds of thousands of servers, at hyperscale
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How much do data centers cost?

b &
$100s of millions to build each data center
[cbinsights.com/research/future-of-data-centers]
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Low cost:
Facilitate new services
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How much power do data centers require?
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Low energy:
Sustainability (go green!)




How do data
centers impact
sustainability?




How fast do web services have to be?

~Instantaneous

High Performance:
Retain users




Can we keep sustaining data centers this way?

Carnegie
Mellon

University




Radlca\ Sh|ft N Hypersca\e
Computing




INTRODUCTION TO DATA
CENTER COMPUTING

-

TREND 1: DECLINE IN
HARDWARE
PERFORMANCE SCALING

[

TREND 2: GROWING
DATA MOVEMENT
OVERHEADS

O\ "
a\sld
[ — T_.
TRENDS 3, 4, 5: RAPID TREND 6: DISCONNECT
GROWTH IN DATA, BETWEEN CPU &1/0

USERS, FUNCTIONALITY

S

TREND 7: A COMPLEX
DESIGN SPACE



Radical Shift in Hyperscale Computing
Trend 1: Decline in HW performance scaling

/ 5X [CPU DB, Stanford 18]
Hardware

Decline of Moore’s Law &

performance scaling .
End of Dennard scaling

1000x

[S. Borkar, CACM "11]

1980 ~2005 ~Today
Year

Challenge: Traditional servers offer diminishing performance returns



Trend 1: Decline in HW performance scaling
How has systems research adapted?

1S

Vaibhav Gogte®, Aasheesh K . toni’ and Thomas F. Wenisch*

Custom hardware
(e.g., GPU)

Abstract—Rapidly processing text data is critical for many Conventional software solutions for regexp processing ar

Abstract—Feature extraction is an essential part in applications ment in terms of noise immunity and invanance to intensit
hat rcquirc computer vision to recognize objects in an image change and rotation,

be much more latency sensitive. DNNs are increasingly used
P N teat o : AP - ! . o o 2320 Carnegie
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However: Diverse accelerators will break the bank

Procurement
i@ @scale

— ‘

Av0|ds
testing
overhead




What do today’s servers look like?

emory

CPU CPU /O bus CPU 1/O bus
HW Zone OS Zone HW Zone OS Zone
Today’s server blade Desktop of the 1980’s

Today’s server blades resemble the desktop PCs of the 1980s!
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Radical Shift in Hyperscale Computing
Trend 2: Growing data movement overheads

AData movement and transformation

IVIemor Memor
| | NIC

1/O bus
HW Zone OS Zone

CPU

Today’s server blade

Today’s server blades resemble the desktop PCs of the 1980s!



Trend 2: Growing data movement overheads
How has systems research evolved?

Transitioning from compute-centric to data-centric

architectures
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Radical Shift in Hyperscale Computing
Trend 3: A growing user base...

ACCORDING To THIS,
THE PLANET EARTH wWAS
ONCE POPULATED BY

HUMANS, THEN IN

...THEY ALL
MOVED To THE
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Radical Shift in Hyperscale Computing
Trend 4: Exponential increase in data

ebay

Rendering: German climate comp. center 90 petabytes->
>1 petabyte storage 60 petabytes of climate data user data

Google

CERN: ~10 exabytes NS\-A Utah data cente
>200 petabytes 5 zettabyte!!
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How much is a zettabyte?

 1,000,000,000,000,000,000,000 bytes
e Stack of 1TB hard disks that is 25,400 km high
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Radical Shift in Hyperscale Computing
Trend 5: Rapid increase in service functionality




Putting these trends together...

L Unprecedented growth
in data, users, & service varieﬂx




Trends 3, 4, 5: Unprecedented growth in data, users, functionality

How has the industry adapted?

¥ 5

"o

Data centers here, there, everywhere!




Trends 3, 4, 5: Unprecedented growth in data, users, functionality
How has systems research adapted?

Web service application

Fragmented into small units
(e.g., microservices)

New app paradigms: Ease of development, scalability, modularity...



Example: Web services built of microservices

A Virtual Tour of the Department of Electrical and Computer Engineering & il Tounst the Deperiment of lectrcat end Computer Enolnesting
884 views * 8 months ago

> Electrical and Computer Engineering at Camegie Mellon University

Take a virtual tour of the electrical and computer engineering department at Carnegie Mellon Univer:

Electrical and Computer Engineering at Carnegie Mellon University

ECE Band - Keep on Rockin in the Free World (Neil Young cover)

832 views - 2 years ago

Electrical and Computer Engineering at Carnegie Mellon University

Hashing Ranking %
microservice microservice

©Youlube CMUECE @——

User request

Front-end
Response: O(100ms) microservice

A Virtual Tour of the Department of Electrical and Computer Engineering
884 views * 8 months ago

Electrical and Computer Engineering at Carnegie Mellon University

Take a virtual tour of the electrical and computer engineering department at Carnegie Mellon Univer:

Cracking the GRE | The Princeton Review

24K views + 10 years ago

The Princeton Review @

Ads Caching
microservice microservice

University
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Netflix

Amazon Social Network . *YuGanetal.,, ASPLOS’19
o [DeathStarBench] '
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However: O(us) overheads matter for microservices

A Virtual Tour of the Department of Electrical and Computer Engineering e e Bectiotiand Sompetetshaliend
884 views * 8 months ago

=4 Electrical and Computer Engineering at Camegie Mellon University

a virtual tour of the electrical and computer engineering department at Carnegie Mellon Univer:

= Electrical and Computer Engineering at Carnegie Mellon University

©Youlube CMUECE @——

User request

Hashing Ranking
microservice microservice

Front-end
Response: O(100ms) microservice

A Virtual Tour of the Department of Electrical and Computer Engineering
884 views * 8 months ago

Electrical and Computer Engineering at Carnegie Mellon University

Cracking the GRE I The Pnnceton ReVIew ', R0 .' 5 ‘m Take a virtual tour of the electrical and computer engineering department at Carnegie Mellon Univer:
24K views * 10 years ago =

The Princeton Review @

Ads Caching
microservice microservice

Must identify and mitigate us-scale overheads
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Radical Shift in Hyperscale Computing
Trend 6: Disconnect between CPU and I/0O

E—m

OS & legacy network stacks: OS & legacy network stacks:

Microsecond-scale accesses Microsecond-scale overheads

v
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Thread contention  Thread wakeups Context switches




Radical Shift in Hyperscale Computing
Trend 6: Disconnect between CPU and I/0O

Monolith Microservice
m . % 300ms % 100us
OS & legacy network stacks:
Microsecond-scale accesses ' '
% %
20 LS 20 LLS
§ % 20%
300.02ms 120us

Challenge: OS & legacy software stacks have become the bottleneck



Trend 6: Disconnect between CPU and I/O
How has systems research adapted?

OS & Software Stacks:

Light-weight software stacks
(e.g., kernel bypass)

What are the challenges with this approach? Vi
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Radical Shift in Hyperscale Computing
Trend 7: The paradox of choice - a complex design space
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Acc,elerators = D|saggregat|on Fast code evolution - Server failures

Non-Volatile + Custom
‘Memory - Hardware ~hardware -

Smart NIC Near memory proc. :

e Accelerators -> Threading -> Microservice -> Load

 Threading paradigms -> Service paradigms -> Load
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Trend 7: The paradox of choice - a complex design space
How has systems research adapted?

Virtualization S0 Request queuing

Load fluctuations " - Maintenance

“Hyperscale
- Conditions'+ 7. Congestion
Co-located services ol

Fast code evolution : Server failures

ML for system design




Data centers today

WELL, LET'S SEE HOW MANY
PROBLEMS | HAVE TODAY.

T 3008 o

WHY ARE YOU COUNTING BECAUSE | CAN'T EVEN.

LIKE THAT?

i

)

| Cyanide and Happiness © Explosm.net
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III

What are some “cool” emerging
applications that you anticipate
will grow to require data center

support?




What are some metrics (other
than performance, cost, energy)
that large-scale systems might
care about?




If you were designing the next
Google/Facebook, what aspects
of your data center would you
design differently? Why?
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