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The One Time Pad




Symmetric Ciphers: definition

Def: a cipher defined over /ﬁ() ", G)

is a pair of “efficient” algs (E, D) where

F: XM —=02 ) O: Kx(2 —m
5_{” Vb\ém-' Kej,(: D(Z)E[K/“"})Sm

e E isoftenrandomized. D is always deterministic.



The One Time Pad (Vernam 1917)

First example of a “secure” cipher

M=C=by Kl

key = (random bit string as long the message)



The One Time Pad (Vernam 1917)

C:=E(4m) = KM /msg: 0110111 EB\
O k)= k@ key: 1011010
CT:
. /
7::,.5/0-0/:

D(¥, E("/"‘)} = D(lf, 14@“1/ = Méﬁ(léé;#«] = (k@) &M= 0 Ph = 1a
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You are given a message (m) and its OTP encryption (c).

Can you compute the OTP key from m and c¢?

No, | cannot compute the key.

Yes, thekeyis k=m®dc. <&

| can only compute half the bits of the key.
Yes, the keyis k=m & m.



The One Time Pad

Very fast enc/dec !!
... but long keys (as long as plaintext)

Is the OTP secure? What is a secure cipher?

(Vernam 1917)



What is a secure cipher?

Attacker’s abilities: CT only attack  (for now)

Possible security requirements:

attempt #1: attacker cannot recover secret key
5(’6/ m) =ha VOU// be ser ie

attempt #2: attacker cannot recover all of plaintext
E(K/ Mayhl):: "o// m, voo// be serre

Shannon’s idea:
CT should reveal no “info” about PT



Information Theoretic Security
(Shannon 1949)

Def: A cipher (E, D) over (K, M,C) has perfect secrecy if
VM,//"\( cM [/ea{h,}= )eh/h,}) ad Vecel®

/ Pr[E(K/Mo) -.—cl = h[EG, "‘1)‘-“]}
L/L ere 1L (S I/MC{;I'/"! U 90( (z 4-’1-—3»()
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Information Theoretic Security

Def: A cipher (E,D) over (K,M,C) has perfect secrecy if
Vmg, m, EM (|my| =|m;|) and VceC

Pr[ E(k,my)=c] = Pr[E(k,m,)=c] where k <K

= (wven €7 can’t lell £ w35 5 M, or Ky (For all mym,)
= haost loﬂlﬂehﬁl ult/. learns m{lu‘hg abol AT Fom T

—_— Wo C7 ph/;’ Qé‘éab‘ // (h/{ oUmV‘ q{éatltj ‘oﬂﬁ‘é/e/



Lemma: OTP has perfect secrecy.

Proof:

#ueys ke W sl E(kn)=c

Vim ¢ lpir[E(l‘,“«)fclf 15’(/

Se of VW‘,C—" #Z.Kégﬁ,(r E(K//w.}':CB = Cong¥,
= Cc‘//ter 1’)#5 Perwrec'( .Secrec/



let me M and c €C.

How many OTP keys map m to ¢ ?

None
1 44—<____._.-—-——"
2

Depends on m



Lemma: OTP has perfect secrecy.

Proof:
For OTP: VM C NS E((( h—\)-: -
= KAhMm=C K=mBa

— [#lred &) cg/f

= OF s perfecz’ _{ecrecy Z




The bad news ...

Thm: perfect secrecy = |KX| = |M]|

ce. ferfec{ Secrecy == ey - ex = l""‘(]‘/e"

—> hard Lo vse i practee |



End of Segment
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Review
Cipher over (K,M,C): a pair of “efficient” algs (E, D) s.t.
vV meM, keK: D(k, E(k, m))=m
Weak ciphers: subs. cipher, Vigener, ...
A good cipher: OTP  M=C=K={0,1}"
E(k, mM)=k&@ m , D(k,c)=kPc

Lemma: OTP has perfect secrecy (i.e. no CT only attacks)

Bad news: perfect-secrecy = key-len > msg-len



Stream Ciphers: making OTP practical

idea: replace “random” key by “pseudorandom” key

S 4]
fRG- s 2 Jouction b go,zj —5'['0,/'} N> <
—_—
seed
S/oace

[("‘:r C%rv {442 b)’ V4 P/ez/erm‘m‘gﬁ'( dﬁyrl‘{lh)
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Stream Ciphers: making OTP practical

¢ = E(kr)= m@ole) SV

D(l(/(/ = c@&(/c) @ . £(ec)
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Can a stream cipher have perfect secrecy?

Yes, if the PRG is really “secure”
No, there are no ciphers with perfect secrecy

Yes, every cipher has perfect secrecy

O O O O

No, since the key is shorter than the message =—



Stream Ciphers: making OTP practical

Stream ciphers cannot have perfect secrecy !!
* Need a different definition of security

* Security will depend on specific PRG
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PRG must be unpredictable
QW,;.Z PRF (s pkedf‘c lable .

A &« ) s &) }
b...,C (+, . »
~Theh, |
- C 1
oz _ e ven é(K// —aa(/c//
(¥: 2z 1

(S « prob/exc,{
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PRG must be unpredictable

We say that G: K — {0,1}" is predictable if:
A\ “odT" a/J, A ad FRgsc<cuy st

Pr [A(m)) - 4(@) |>1re
ket [y (+{

For  won- nes h‘gl‘é/e E ( ¢J Z= . z'b)

Def: PRG is unpredictable if it is not predictable

= Vi: no “eff” adv. can predict bit (i+1) for “non-neg” ¢
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Suppose G:K — {0,1}" is such that for all k: XOR(G(k)) =1

Is G predictable ??

Yes, given the first bit | can predict the second
No, G is unpredictable

Yes, given the first (n-1) bits | can predict the n’th bit <—
It depends



End of Segment
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Negligible and non-negligible

e |n practice: € isa scalar and

— gnon-neg: €21/230  (likely to happen over 1GB of data)

— € negligible: €<1/28  (won’t happen over life of key)

e |ntheory: € isafunction E€: y Ay -

— g non-neg: 3d: g(A) 2 1/AY inf. often

— e negligible: Vd, A>A;: g(A) < 1/A°

and

(€ > 1/poly, for many A)

(€ £ 1/poly, for large A)



Few Examples

g(A) =1/2* : negligible
g(A) =1/A°% : non-negligible

1/2*»  for odd A
g(A) = |[1/A000 for even A

Negligible

Non-negligible é——-—'



PRGs: the rigorous theory view

PRGs are “parameterized” by a security parameter A
* PRG becomes “more secure” as A increases

Seed lengths and output lengths grow with A

For every A=1,2,3,... thereis a different PRG G,:

G, : kK, — {0,1)"™

(in the lectures we will always ignore A)



An example asymptotic definition

We say that G, : K, — {0,1}nm is predictable at position i if:

there exists a polynomial time (in A) algorithm A s.t.

Pre—x, [ A(A Gy\( k)‘ ) G)\(k‘ ] > 1/2+¢€(A)

for some non-negligible function &(A)




End of Segment



