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Background

Sending data to the cloud can be risky!

- Developers at companies working on confidential projects risk leaking
sensitive code

- Journalists or artists using Al tools for drafting may expose unpublished
work to external servers

- Many people work in industries (healthcare, legal, etc) that have strict data
regulations that restrict cloud processing



Requirements

1. Reading speed level output (10 tokens/sec, time to first token < 250ms)
2. Streaming should be reversible for natural user interface.

3. Provide context as needed to the system so as to not degrade output
quality.

4. Power consumption and token generation speed lower than CPU and GPU



Our Solution

Smart Assistant for Text and Code Suggestions: A plug-in FPGA
accelerator to enable faster, more energy efficient, automatic text
and code completion for users ranging from creative professionals
to software engineers.

Efficient, Fast and Privacy Preserving: Uses a BitNet-based
architecture optimized for hardware acceleration, maintaining
on-device privacy tasks like code suggestion and creative writing.



Solution Approach
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Solution Approach — Motivation

1) Bitnets are used to ensure low memory bandwidth and processing
requirements.

2) A wirelessly connected FPGA is used for acceleration, this potentially
could be used to provide acceleration to multiple clients. This significantly
improves utilization of the core.

3) LUT based acceleration was proven to provide over 50% acceleration on
GPUs by Microsoft



Technical Challenges

Architectural Improvements:

We need to ensure the system meets required reading speed (10 tokens/sec)

Lookup table-based acceleration may encounter limitations due to the FPGA's
LUT capacity.



Technical Challenges

Integration:

Ensure that we can provide the necessary context as required—either by
developing our own text editor/plugin or by utilizing a reconfigurable one.

We will need to work with HLS tools and synthesis techniques for Xilinx based
FPGAs — Vivado, Vitis, etc.



Risks

1. Limited FPGA iteration speed

2. Insufficient time for user interface development

3. Communication between user and FPGA is essential but out of project
scope



Ethical Concerns

1) Biased outputs — we plan to evaluate on known benchmark like
CrowS-Pairs.

2) Hallucinations — we plan to evaluate this on the TruthfulQA benchmark.

3) The FPGA system may glitch and affect the user’s device — This we plan to
mitigate with a limited power output.



Testing and Verification

Model Correctness: Ensure the model avoids hallucinations — CrowS and TruthfulQA

Performance Infrastructure: Ensure that our token/second and time to first token
counters are accurate — Use large outputs and manual timing

Power and Performance Improvements: Verify that our architecture has surpassed
power and timing benchmark metrics —over 10 tokens/sec and under 500mW of
power
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