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Product Pitch

System Description

Augmented reality mirrors are transforming retail by enabling customers to
virtually try on accessories, driving engagement and foot traffic—while operating
24/7 without traditional fitting rooms. Yet today’s solutions suffer from alignment
errors and slow rendering, plus steep hardware and maintenance costs. Our
more affordable, high-performance AR mirror overcomes these barriers by
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Our solution achieves a real-time rendering frame rate of 160 FPS,
end-to-end input latency of §5 ms, input recognition accuracy of 95%, and a
range of view of 90 degrees.
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Figure 1: Overall System Architecture

Figure 5: Full Hardware + Software Setup
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e (Gesture algorithm:
o Position-based inputs (hand location on screen) vs. Velocity-based
inputs (velocity of hand).
o Chose position-based inputs, for superior accuracy, robustness, and
ease of use in a Ul.
e Camera control system:
o Speed (faster motor) vs. Precision (better accuracy).
o Chose precision, for superior accuracy, reliability of operation, lower
power consumption.
e AR overlay detection backend:
o dlib vs. OpenCV DNN + LBF vs. MediaPipe Face Mesh.
o Chose OpenCV DNN for balance of ease of integration and face model
latency/robustness.

Figure 3: AR Overlay Pipeline

Conclusions & Additional Information

Overall, the UsAR Mirror realized our vision of a cost-effective, multi-view AR
system—achieving sub-second 3D reconstruction, smooth overlay rendering, and
robust gesture control. Working as a team taught us to test all components
together early, keep each part’'s interfaces clear, and check performance across
the whole setup. In the future, others could add smarter face-and-motion tracking,
split heavy processing between device and cloud, support multiple users at once,
and bake in on-device privacy safeguards to make this mirror even more useful
for retail, video calls, or personal use.
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