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Abstract—A system capable of signalling to emer-
gency services the location of a wildfire. Currently, it
takes time and effort for wildland firefighters to con-
stantly monitor the possible wildfire locations. This
project intends to create a low power and accurate sys-
tem that can detect the location of wildfires, by using
a wireless sensor network. If a fire was set at a specific
node in the network, that node’s data will be transmit-
ted across the network in order for wildland firefighters
to then be deployed.

Index Terms—Fire Detection, MAC Protocol,
Node, Routing, Scheduling, Spanning Tree Protocol,
Web Application, Wireless Sensor Network

1 INTRODUCTION

In 2022, California has had approximately 6000
recorded wildfires, spanning almost 300 thousand acres. A
fire itself takes around 1 hour from the ignition of the fire to
become a fully developed fire. This was the inspiration be-
hind our project. We wanted to create a system for wildfire
detection to be used by wildland firefighters. The current
solution for detecting forest fires is if someone calls 911 or
via a system of lookout towers. However, with our solu-
tion, firefighters would be able to pinpoint the location of
conflagrations in a timely manner. The system is designed
for their convenience and safety. Therefore, the goal of the
system that we are creating for our project is to have (1)
accuracy and (2) low power.

In order to do this, we will be creating a wireless sen-
sor network of eight nodes, in which each node will collect
data regarding the temperature in its vicinity to indicate if
a fire was ignited. The sensor data collected will be trans-
mitted across the network and be collected by a gateway
router, which will display the node where the conflagration
was detected on a web application. The web application
will provide an alert to the fire department to deploy their
personnel.

Due to budgeting and time restrictions that come with
completing this project in one semester, the project is of
course scaled down. However, the network protocol that
is being used is designed to be scaled up. The node archi-
tecture is scalable because there is a variable window for
sensor data collection. However, a mere temperature sensor
mounted on a tree would not be able to detect forest fire,
since it is only detecting the ignition of a matchstick. At
scale, the web application would be hosted in the cloud to
circumvent connectivity issues (i.e. in case the network was
to go down). The main part of our project is how to use a

wireless sensor network for fire detection and the protocols
that make the system useful.

2 USE-CASE REQUIREMENTS

Our use case is rapid wildfire detection for the fire de-
partment. Since it could be catastrophic if a fire is not
detected, we want to detect a fire with 90-95% accuracy.
This is to allow for some slack in case a node goes offline.
Our spanning tree protocol would need to adjust itself to
find an appropriate path to the border gateway. It takes
1 hour from the ignition of a fire to become an open fire.
Hence, it is critical that the fire is detected during this pe-
riod, so that wildland firefighters can put out the fire before
it becomes fully-developed. Therefore, our web application
needs to show active fires within 15 minutes of conflagra-
tion. The nodes also need to be low power to make our
system as low-maintenance as possible. The advantage of
using a sensor network is that people would not have to
be stationed in the forest in lookout tours to keep an eye
out for fires. If park rangers need to frequently visit the
nodes to replace the battery, then it defeats the purpose
of the system. In order to meet the needs of the use case,
the nodes need to be able to operate for one month on a
3000mAh battery.

3 ARCHITECTURE AND/OR
PRINCIPLE OF OPERATION

A block diagram visualizing our system is provided in
Fig. 1, but for clarity we have also provided a full-page
block diagram visualizing our system in Fig. 11 on page
11. This block diagram has been broken down into indi-
vidual components in the upcoming sections. Our system
is broken down into three major subsystems: Networking,
Node Architecture, and Web Application. The first sub-
system is the Network that we are constructing. We are
using a MAC protocol to reduce power consumption by us-
ing a spanning tree protocol, a link-state advertisement,
and RX/TX timeslot scheduling. This would help trans-
mit data between the nodes about the sensor data being
collected and adjust itself in the case of collisions or node
failure. The second subsystem is the Node Architecture
which consist of our micro-controller, transceiver, and sen-
sors for fire detection. This system needs to maintained
low power. The third subsystem is the web application.
This application will display the nodes where the fire is
located and alert the firefighters of that destination. The
application and router for subsystem 1 will be hosted on a
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Raspberry Pi.

Figure 1: Overall Block Diagram

3.1 Networking

(a)

(b)

Figure 2: (a) Example Mesh Topology (b) Protocol Stack
and Operation Overview

Our main objective for this section is to maximize the
nodes’ sleep time and minimize the amount of time they
spend transmitting and receiving data. This is an exam-
ple of the initial mesh topology. A network operator would
hike across the forest and fasten nodes on trees above RF-
obstructing foliage, ensuring that nodes adhere to the mesh
topology rules (described in system implementation). Fig-
ure 2(a) provides an example of the resulting topology after

the network administrator has setup the nodes, covering a
region in the forest.

3.2 Node

This subsystem is how the nodes are constructed as
we want to create a system that is low power. Our
STM32l4 micro-controller allows for low-power. The LoRA
transceiver also has low power and has a range that can be
used to scale up to a real world scenario. A temperature
sensor is used for detecting fire. The node is powered by a
LiPO battery.

Figure 3: Node Architecture

The image shown above is the test node. This node
will be used to show the power consumption. All other
nodes used in this system do not have a battery as shown
in Fig. 11.

3.3 Web Application

This subsystem is how the web application is going to be
configured. The web application will be written on Django
and will consist of two main components: the visual inter-
face and the push notification system. The interface will
take in the inputs from the sensor and display where the
fires are located. The push notification system will also
take the sensor data and alert the firefighters of the node
with the fire.

Figure 4: Web Application Block Diagram
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Figure 5: Web Application Sample Interface

Fig. 5 shows what the interface would look like for the
web application. Note that the red node B refers to the
node where the fire is located.

4 DESIGN REQUIREMENTS

We would like our network to be up for a minimum of
1 month, in order to make maintenance cost reasonable.
Hence, each node should be able to last one month on its
battery life. Furthermore, if a node drops offline due to an
external event (such as a branch hitting its antenna), we
would want the network operator to be informed of this.
If a node drops offline it could also mean that a fire has
engulfed the node within the 15 minute window (maybe
the node was at the epicenter). So, we would want to in-
form the fire department that at worst, a conflagration has
occurred at this node’s location.

In order to minimize the cost of a single node, we should
minimize battery cost. Transceiver power consumption,
and the MCU will be the primary drain on the battery
life. Since propagation delay will differ based on the spe-
cific configuration of the LoRa transceivers, we are consid-
ering the default settings for power and total runtime of
the networking protocol stack (see Fig. 6).

Ideally, we would want 15 minutes updates without
node failure detection, and a 30 minute timespan to de-
tect node or root-link failure. We have decided to reduce
the mesh network to a tree topology, and will detect node
failure at any point in the protocol once the tree has been
formed.

Furthermore, we want the MCU to be in the lowest
power mode for the longest period of time. When it is not
transmitting or performing control-plane functions. We are
able to achieve such low power modes, by placing the node’s
transceiver in low-power mode, and then transitioning the
MCU to a low-power mode.

The power consumption of a given node is contingent
on the efficiency of the routing protocol. If the protocol
does not allow nodes to go into low-power since the node

has to be able to route packets, we will be losing power
unnecessarily.

Our nodes will be placed 0.25 meters apart from each
other. This will ensure easier testing as we can keep the
node on a singular table. This distance was determined
knowing that the LoRA transceiver can have a range of
250m and we wanted to scale that down. [2]

5 DESIGN TRADE STUDIES

5.1 Network Architecture

In order to enable nodes to sleep for a maximum period
of time, we considered using the LoRaWAN MAC proto-
col. After having read through the Link Layer specifica-
tion, class A operation of network nodes seemed to be meet
our use-case requirements best. According to the specifi-
cation document, “Class A operation is the lowest-power
end-device system for applications that require only down-
link communication from the server shortly after the end-
device has sent an uplink transmission.” [5] The two prin-
cipal downsides to employing the LoRa-WAN protocol are
as follows[5]:

1. Star-of-stars topology: The need for intermedi-
ary gateways which communicate with the Network
server (border gateway) over IP connections

2. Single-hop RF communication from nodes to gate-
ways, not applicable for multi-hop sensor networks,
gateways would need to have a longer battery life

3. ALOHA MAC protocol: Less precise control
over node sleep schedule, and higher collision rate:
throughput S = 1

e for pure ALOHA and S = 1
2e for

slotted ALOHA.

A multi-hop wireless sensor network would reduce ma-
terial cost since higher-capacity expensive batteries would
be required for intermediate LoRa-WAN gateways. Fur-
thermore, power grows exponentially in a multi-hop WSN,
so we will require technicians to service nodes closer to the
border gateway more frequently than nodes deeper in the
forest. However, nodes closer to the gateway are assumed
to be more accessible.
When designing our own protocol for low-power medium
access control, we considered two main strategies.

1. Asynchronous B-MAC: Nodes periodically wake
up to check their children nodes In this protocol, a
node that wants to send a packet sends a preamble
for the same time duration as the receiving node’s
sleep period. Hence, nodes must periodically return
to a “receive-only” state to check if their children
have a packet to send. For a multi-hop network this
approach imposes a prohibitive current draw for all
nodes, since the sampling period is once every 15 min-
utes.
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2. Synchronous MAC: Nodes use TDMA to avoid
packet collisions, which allows them to go to a lower
power-consumption sleep state when they are not
scheduled to transmit or receive. The tradeoff is that
this type of MAC protocol comes at a high traffic
control cost, and requires periodic beacons to correct
nodes’ clock drift. A global notion of time is required
so that nodes wake up and transmit in their actual
timeslots, and not an adjacent one. Since each node
each node’s MCU will have to use its own clock to
determine when it is time for them to transmit, pe-
riodic clock synchronization is necessary to ensure a
global notion of time across nodes.

Figure 6: Modem Attributes

We have calculated the worst-case power consumption
and times as follows based on the chosen synchronous MAC
routing algorithm. Here, tTS is the duration of a TS in
milliseconds, and tDC is the duration of a data-collection
timeslot (DC TS) in milliseconds:

1. STP: The protocol will convergence in 3 iterations,
and in the worst-case for a single iteration, each sen-
sor node will have to transmit and receive at most
N − 1 times. If we also consider timeslots for the
gateway to send STP messages we obtain the follow-
ing. Furthermore, a node will transmit at most N−1
in a star-topology.
total-duration: 3N(tTS)
power consumption: 3(QTX +QRX)(N − 1)

2. LSA: A spanning tree of N nodes will have at most
N − 1 links (if the tree is a line-topology). Since
we are transmitting both LS REQ and LS RESP, we
obtain the following maximum time for this phase.
Furthermore, a node will transmit a packet and re-
ceive a packet in the worst-case N − 1 times, if it is
the center of a star topology.
total-duration: 2(N − 1)tTS

power consumption: (N − 1)(QTX +QRX)

3. RX/TX: This is the same worst-case time duration
as the LSA phase, except that we are not waiting
from ACK’s from children nodes. Furthermore, a star
topology would maximize a node’s transmissions, but
ACKs are not required for leaf-nodes, so each node
would only have to receive a schedule once.
total-duration: (N − 1)tTS

power consumption: (N − 1)(QTX) +QRX

4. DATA: As observed in Fig #, for a WSN of N nodes,
we have that each node will necessarily need to take
sensor readings and transmit them upstream to the
GW router. A minimal total duration was obtained
via the RX/TX scheduling algorithm. Furthermore,
in a star topology, a node would have to receive N−1
times, but each node is only transmitting once in this
phase.
total-duration: (tDC + tTS)(N − 1)
power consumption: (N − 1)(QRX) +QTX

Considering the ToA based on the LoRa modem pa-
rameters, a timeslot buffer of 0.5 seconds, and tTXTS =
tRXTS = tTS =ToA+0.5s = 2.271s
tToA = The ToA for modem RX and TX functions [6].
tDC = 0.5tTS

where IRUN = 3.79mA, ISLEEP = 0.95uA [[9]]
IRX = 13mA, QTX = 82mA, Iloralow = 100nA (see fig.)
[6]
ITEMP = 50uA. [7]
The average power consumption for this protocol is as fol-
lows:

IRUN
(tTS(9N−6))

1800 + ISLEEP
(1800−tTS(9N−6))

1800

+IRX
(6N−5)(tToA)

1800 + ITX
(5N−3)tToA

1800 +

Ilora low
(1800−tTS(9N−6))

1800 + ITEMP

Placing in the corresponding values we obtain that the
protocol run at a 15min sampling period and 30min link/n-
ode failure detection period consumes on average 3.86mA.
Running this WSN for a period of 1 month would consume
(3.86)(720) = 2779.0mAh. Hence, a battery with 3000mAh
of capacity would make a node last one month.

5.2 Low Power Networking VS BMS

One of our ideas for making the system low power was
to have a battery management system and a solar panel.
The idea was we could power the node and charge the bat-
tery when it was sunny, and when it was not sunny we
could use the battery to power the node. If the node got
low on power, we could change how often we transmit data
or put the node into a really low power mode to preserve
power until the battery could be recharged. However, we
decided not to go with this idea for a few reasons. None of
us are familiar with a BMS, and due to the time constraints
of the class we were worried about figuring out how to get
it to work in time. There was also concern that since the
sensors are meant to be placed on trees in a forest, the trees



18-500 Design Review Report Template - 14 October 2022 Page 5

would block too much of the sun and that they would not
be able to recharge the battery quickly enough to avoid the
battery completely running out of power.

5.3 Node Architecture

For the sensor nodes, we decided to use the STM32L4 as
our micro-controller as it is one of ST’s ultra-low-power mi-
crocontrollers. It has the lowest current in its lowest power
mode with RAM retention and the RTC enabled compared
to the other ultra-low-power STM32s.[8] It also has a larger
variety of low power modes than most of the other ultra-
low-power STMs, which allows for more flexibility when
entering a low power state.

In addition to the STM32L4, we decided to use LoRa
trancievers because they are relatively low power for the
range they offer. LoRa’s Tx power of 20 mWmakes it lower
power than Wifi and 3G/4G, which have Tx powers of 80
mW and 5000 mW respectively. Bluetooth is lower power
at 2.5 mW, however it only has a range of 10m. This would
not meet the requirements of our use case, where nodes
would need to be spread out over a forest. LoRa, however,
has a range of 250m in a forest environment. This would
indeed fulfill our use case requirements and help when this
node architecture is scaled up in a real world scenario.

5.4 Web Application

Regarding the web application, we wanted to create a
way to visualize the location of the fires. We are using a
Raspberry Pi to host the web application. We chose to use
an RPi for convenience as the RPi will be used as both the
border gateway for the network and as the host for the web
application. For the webapp itself, we will be using Django
as our framework software. Django uses Python which is
easier to use in terms of implementation. Django is also
well-documented and there are plenty of tutorials that can
be of assistance. Django also has two particular libraries,
GeoDjango and Webpush, that are beneficial for the design
of the web application, making it a favorable option. It is
important to note why we are using the RPi to host the
web server instead on the cloud. The web application that
is being created is simply being used as a visualization of
the nodes and the location of the fire. It also includes a
push notification system. The web application itself is not
to scale if this project would be scaled up. A web applica-
tion would need to be reconfigured and redesigned for it to
be used on a larger scale. For the purposes of our project,
it is simply a visualization tool.

6 SYSTEM IMPLEMENTATION

6.1 Networking

Our MAC protocol seeks to reduce power consumption,
and to be resilient in the face of link or node failures. If
a node drops offline or the single link connecting a node
to the rest of the WSN fails, a field technician should be

informed of that node’s failure. Since traffic intensity in-
creases exponentially as we approach the tree’s root, we
will be using data aggregation to take statistics of sensor
data over a period of time, and then send that data up the
tree during that node’s transmission timeslot.

1. TDM STP: On node startup, it will run the span-
ning tree protocol until it has heard a message from
the true root (which is the gateway router with ad-
dress #1). This will take 3 iterations given the
following constraints on the initial mesh topology:
In order to ensure that no packet collisions occur, a
node will wait for a(TS) before transmitting, where
for a topology of N nodes, a ∈ [0, N−1] is the node’s
address.

Figure 7: Spanning Tree Protocol with time-division

2. LSA: Once the spanning tree protocol has converged
(in three maximum iterations given the constraints
for the initial topology). Propagate link-state re-
quests down the spanning tree. Each node gathers
link-state responses from their children, and then
passes that information back up to their parent.

In this phase, each node begins in RUN mode with
active listening.

• If the node has children,

– on receiving an LS request, forward that re-
quest to each child one by one starting with
the child with the lowest address.

– once it receives LS responses from each of
its children, store these responses locally (it
now knows the topology of all its children),
and aggregate the responses and send them
to your singular parent node.

• If the node has no children,

– on receiving an LS request, respond with
your neighbors (i.e your ID) to your parent.
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Figure 8: Link State Protocol Overview

3. RX/TX Scheduling: Once the LSA section of the
algorithm has run, the gateway router knows the
overall topology of the sensor network, hence, it can
schedule transmission and receive slots for each node
to ensure a power-efficient TDM schedule which al-
lows all nodes to propagate data up the spanning tree
back to the root. Having a global view of the tree,
the gateway router schedules TX and RX data slots
as follows:

• nodes which have children have RX slots when
their children are transmitting, and TX slots
once all their children have transmitted.

• nodes which have no children only have TX
slots.

It is similarly crucial that the transmission schedule
accounts for a sampling time DC TS during which
the node can poll its temperature sensor.

(a)

(b)

Figure 9: (a) Example schedule created by GW router (b)
Overview of RX/TX Schedule Distribution Algorithm

This schedule is then encoded in a packet, and even-
tually sent to each child. This requires all nodes to
be in the RUN mode with active listening. Schedule
distribution proceeds as follows:

• on receiving RX/TX timeslots,

– Store RX/TX timeslots received in memory.

– set data-sampling interval DC TS to the re-
ceived value

– If the node has children,

∗ allot TX TS’s for every RX TS re-
ceived, such that the node’s children
transmit when the node is listening. As-
sign RX/TX slots to children according
to the downstream topology (learned in
the LSA phase).

∗ forward assigned TX and RX timeslots
to children.

– If the node has no children, the node
can enter SLEEP MODE, after setting its
DATA TIMER.
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• on receiving timestamp from parent, calculate
an offset based on the packet’s total hop ct, the
timestamp, and the current time. Use this offset
to set the SCS TIMER.

Timestamps from the border gateway are also piggy-
backed onto schedule packets, such that a nodes can
adjust for their clock-drift [[4]]. A node calculates its
offset via the following formula:

Ti(L) = Tn(L)− δ

Here, Ti(L) is an node n’s estimate of when its parent
(node i) sent the timestamp. δ is a constant based
on the LoRa PHY layer propagation time. Tn(L) is
node n’s local time when it received the timestamp.

Ts(L) = Ti(L)− (h)tTS

Here, Ts(L) is an estimate of when the GW router
sent the timestamp. h is the hop count, and tTS is
the duration of the one timeslot.

Offset = Ts(R)− Ts(L)

Here, Ts(R) is the beacon timestamp value in the
received packet.
Then the offset is used to adjust local time in the
calculation of DATA TIMER. The amount of time
to transition between RUN and SLEEP mode is also
included in this timer calculation. Hence, all nodes’
timers will expire simultaneously, and all nodes will
transition to the Data sampling phase. The node
waits in RUN MODE until DATA TIMER expires.

Note that due to the chosen MCU’s minuscule drift
rate, we will not have to re-adjust for time every
30minute interval.

4. Data Sampling A node now knows its RX and TX
schedule, how long it must spend on data collection,
and the topology of its downstream child nodes.

• Once the node’s DATA TIMER expires, the
node will transitioning out of SLEEP MODE
into RUN MODE.

• If the node has children, the node will

– Spend its RX TS’s waiting to receive data
from each of its children

– Aggregate of the received statistics (min,
max, avg) of all its children. (it will include
its own sensor data in this aggregate once it
becomes available)

• The node will spend DC TS seconds polling
the temperature sensor. Taking statistics (min,
max, avg) of the sensor readings and storing
them in FLASH.

• Transmit its data statistics or aggregate of
statistics (if it has children) to its parent node.

6.2 Node Architecture

We will be implementing a sensor network by creating
a system of 8 wireless sensor nodes. The sensors will use an
STM32L4 microcontroller, as it is designed to be low power
and has multiple low power modes. A LoRa transceiver,
which the STM32 will communicate with using UART, will
be used to send data between the nodes and the gateway.
The nodes will have a TMP36 analog temperature sensor
in order to detect fire, which the STM32 will get data from
using ADC.

The STM32 has multiple different low power modes.
The ones we plan to use are low-power run mode, STOP2,
and shutdown. When the node needs to be “awake” the
STM32 will operate in low-power running mode. When
the node does not need to be awake, but does need to
remember the schedule for when to awaken for transmit-
ting/receiving, the STM32 will go into STOP2 mode. This
is the lowest power mode where all memory and registers
are maintained. When the node does not need to be awake
and no longer needs the schedule, the STM32 will go into
shutdown mode, as this is the lowest power mode.

6.3 Web Application

To create our web application, we will be using Django
as web framework. Upon receiving data from the sensors
(i.e. the fire was sensed at node X), the web application
would take this data as input. Using the GeoDjango li-
brary[3], the web application will consist of a topographical
map of a forest, which would be overlayed with markers.
The library lets us choose from different maps and for the
purposes of our project, one of a forest will be chosen. The
markers are the pins on the maps which represent the in-
dividual nodes in our network system. When the sensor
data is received, the marker that is associated with the
node where the fire is located will change color (or show
some other visual indication of a change). This inputted
sensor data would also be sent to the push notification sys-
tem being created, using the Webpush library[10]. This
would result in a pop-up window with a message similar
to: “Fire located at node X.” These web application up-
dates and notifications should be instant after receiving the
data from the sensors. Essentially, the web application is
the visualization of what is happening in the “forest.”

7 TEST & VALIDATION

7.1 Node Testing

To test if the nodes is low power, we will measure the
current over a 30 minute period using a multimeter and
Keysight Benchview. Using this data, we will calculate
how much power the node used over the 30 minutes, and
estimate how much power the node would use in a month.
The node will pass the test if we estimate it would use less
than 3000mAH of power in a one month period (720 hours).
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We will be verifying that the power consumption for
each node is less than the worst-case value for each phase
of the network protocol. QTX and QRX from section 5.1
are based on the following statistics for the default calibra-
tion of the LoRa modems (see Fig. 6).

7.2 Tests for Network

We will test three distinct network topologies, as illus-
trated in Fig 10. We will gather message logs on a subset of
nodes for all phases of each protocol and ensure that each
protocol takes as long or shorter than the worst-case time.
Actual values for the TS and DC TS times are taken from
the LoRa modem calculation tool’s ToA value (assuming
default transceiver configuration).

Figure 10: Link State Protocol Overview

7.3 Tests for Web Application

Testing the web application is mainly integrated with
testing the network as it needs to show which node the fire
is occurring. The web application should be updated once
the border gateway receives the data regarding the location
of the fire. Design testing can be done without the other
systems of the project; however, to test if the data is being
received the network must be completed and functioning.
As the network is being built iteratively, once there is a
working network with a couple nodes, the connection to
the web application is tested to see if the data is displayed
correctly. As more nodes are added, this connection is con-
stantly checked to make sure the web application is reacting
appropriately. Verify that the topology after the reduction
to a tree (after STP and LSA phases) is reflected properly
on the web app, (active links highlighted in UI).

8 PROJECT MANAGEMENT

8.1 Schedule

The schedule is shown in Fig. 12 on page 12.

8.2 Team Member Responsibilities

Karen will be focusing on creating the nodes, putting
the nodes into different power modes to optimize power us-
age, and getting the nodes to communicate with each other.

Ankita will be focusing on creating the web application.
Once that is completed, she will assist Arden with the net-
work. She will be helping manage the scheduling protocol
that the network will use.

Arden will be focusing on developing each phase of the
networking protocol, checking that they are inter-operable
and verifying and validating the protocol in Networking
tests.

8.3 Bill of Materials and Budget

Refer to Table 1 on page 10 for the bill of materials.

8.4 Risk Mitigation Plans

One of the risks our project faces is that the timestamps
received by the nodes from the border gateway will not be
enough to synchronize the clocks to account for clock drift,
which will cause nodes to miss their TX/RX slot. If this
becomes a problem, we have a GPS we could use as a
backup in order to get the exact time and synchronize the
test node.

If the ignition of a match does not trigger the tempera-
ture sensor such that the difference between the maximum
and minimum temperature readings or the average reading
does not meet a pre-determined threshold (used for fire de-
tection), we will simulate the detection of a fire by encoding
detection in 1 bit in node’s DATA packet.

9 RELATED WORK

There are other projects that are documented about
creating a wireless sensor networks. For example, there
is study completed by researchers in the University of the
Coast in Barranquilla where they also created a wireless
sensor network for fire detection [11]. This project focuses
more on the sensing aspect of the fire detection system and
how to determine if a fire is at a location. There are also
projects that use machine learning to take the aggregate
data to predict the future locations of fires [1]. In compar-
ison to those projects, due to our use case as well as the
constraints of budgeting and time, our project focuses on
the network as we want to create a accurate and low power
system for fire detection. Low power leads to lower main-
tenance by firefighters and that was one of our goals. We
also are focusing our project mainly on the network and
how to adjust that architecture to make our project most
efficient. More than determining the fire, we are focusing
on whether the location of the fire can be relayed correctly.

10 SUMMARY

In our project, we hope to create a low power and ac-
curate system for wildfire detection. This would consist
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of a wireless sensor network of 8 nodes that transmit data
regarding the locations of the fire. This data would be dis-
played on a web application for wildland firefighters. This
is intended to be low power, leading to low maintenance as
well as accurate. The system would help pinpoint the fire’s
location. We are expecting the integration of the individual
parts to be a challenge, as the time that the network will
take to interpret and send data might adjust the network’s
design. We are hoping to keep the time constraints and en-
sure low power. We are determined to make this product
for the convenience and safety of wildland firefighters.

Glossary of Acronyms

• MQTT – Message Queuing Telemetry Transport

• OBD – On-Board Diagnostics

• RPi – Raspberry Pi

• TS - the timeslot duration in seconds.

• TDMA - Time Division Multiple Access

• MAC - Medium Access Control

• LSA - Link State Advertisement

• LS - Link State

• LoRa-WAN - Cloud-based MAC protocol designed
for the LORA-PHY (physical) layer

• ToA - Time-on-air: time from when a signal is trans-
mitted by a sender until the receiver receives it.

• DC TS - Data Collection Timeslot (seconds)

• TX TS - Transmission Timeslot (seconds)

• RX TS - Reception Timeslot (seconds)
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Table 1: Bill of materials

Description Model # Manufacturer Quantity Cost @ Total
Temperature Sensor TMP36 Adafruit 8 $2.75 $22.00
Nucleo Board NUCLEO-L412KB Digi-Key 10 $11.00 $110.00
LoRA Transceiver RYLR896 REYAX 6 $19.50 $117.00
Breadboard 3.25” x 2.2” Adafruit 9 $4.95 $44.55
Raspberry Pi 4 B CanaKit 1 $0.00 $0.00
Li-ion Battery 3.7V/2000mAh Adafruit 1 $12.50 $12.50
Li-ion Regulator L4931-3.3 TO-92 Adafruit 1 $1.50 $1.50
Li-ion Charger v1.2 Adafruit 1 $5.95 $5.95
Li-ion Adapter JST-PH Adafruit 1 $2.50 $2.50

$316.00
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